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#### Abstract

Distributed boundary estimation and monitoring by

Sara Susca

This thesis illustrates some algorithms designed to enable a robotic sensor network to estimate a planar contour and to patrol it in a synchronized manner. The common tread of these algorithms are the tool needed to analyze and prove their correctness: consensus algorithms. In fact, the algorithms described in this thesis give rise to dynamical systems that can be easily analyzed once it is shown that they are just consensus algorithms in which inputs are present. This gives us the opportunity to extend the contribution of this thesis by studying some robustness properties of consensus algorithms with inputs.
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## Chapter 1

## Introduction

Advances in technology have led to miniaturizations of sensors and electronic components and, therefore, have led the fantasy of the researchers run across childhood prairies: fleets of small robots that cooperatively and autonomously accomplishing a task. Some examples of tasks to accomplish are: monitoring and patrolling of sensitive boundaries such as an oil spill in the ocean or a forest fire. In this thesis we propose (i) algorithms enabling a robotic sensor network to optimally estimate a planar contour and (ii) an algorithm that will steer a robotic sensor network to synchronously patrol a planar contour.

### 1.1 Statement of contribution

The contribution of this work can be summarized as follows:

- In this work our goal is to design distributed algorithms to optimally approximate smooth planar bodies (both convex and nonconvex) by a poly-
gon. By distributed we mean that the algorithms can be implemented by a fleet of robots which have communication constraints and therefore do not have global knowledge of the planar body to approximate. Our interest is motivated by all the possible applications for such algorithms, for example: environmental monitoring, data compression. We first consider smooth strictly convex bodies and three simple metrics. Given $n$ points in fact, it is natural to define an enclosed (i.e., inscribed) polygon and an enclosing (i.e., circumscribed) polygon to the contour. Here the faces of the enclosing polygon are subsets of the tangent lines to the strictly convex contour. The first two metrics we consider are the difference between the area enclosed in the contour and the following areas: the inner polygon area and the outer polygon area. The third metric is the difference between the area of the outer polygon and the area of the inner polygon. We derive the expressions, two of which are novel contributions, of the error metrics as functions of the vertex positions of the approximating polygon. We propose three gradient descent laws for $n$ points to dynamically construct the optimal approximating polygon. The laws are distributed with respect to the positions of the vertices of the approximating polygon. This makes the algorithms suitable for implementation by a robotic sensor network.
- Although the results on the gradient descent laws are encouraging, the extensions to nonconvex and possibly time-varying boundaries pose a number of challenges and they will still require a large number of agents. We then propose and analyze an algorithm to handle generally smooth nonconvex boundaries that requires far fewer agents. The agents rely only on sensed local information to position some interpolation points defining
an approximating polygon. This new algorithm distributes the vertices of the approximating polygon uniformly along the boundary. The notion of uniform placement relies on a metric inspired by approximation theory for convex bodies. The algorithm is provably convergent for static boundaries and efficient for slowly-moving boundaries because of certain input-to-state (ISS) stability properties. These properties are consequences of the fact that the algorithm can be seen as the combination of two consensus algorithms. Consensus algorithms, in their simplest form, are distributed algorithms that a team of autonomous agents can use to reach agreement on something without the help of a central authority. They are, however, more versatile than simply devices for reaching agreement. In fact, the analysis of several algorithms proposed in this dissertation have benefited from posing them as consensus-type algorithms.
- Consensus algorithms are widely studied and used so, starting from the ISS properties of the boundary estimation algorithm, we move on to study general robustness properties of discrete-time linear consensus algorithms with respect to measurement and communication noise for different topologies. For consensus algorithms with inputs, we establish integral input-to-state neutral stability (iISnS) under general assumptions and input-to-state stability (ISS) when a leader node is not subject to noise. Introducing appropriate error outputs, input-to-output stability (IOS) can be established via two alternate routes. By analyzing the contraction over time of the maximum minus the minimum value of the agents' states, we obtain specific gain values that characterize how close the trajectories of each node will be to each other.
- Finally we propose a discrete-time algorithm to synchronize a collection of agents moving back and forth on a unit circle. Each agent or "bead" changes direction upon encountering another bead moving in the opposite direction. Communication is sporadic: only when two beads come sufficiently close they are able to exchange information. This allows agents to update their state. Our analysis makes use of consensus algorithms tools and it guarantees local asymptotic stability of the synchronous behavior.


### 1.2 Organization

The thesis is organized as follows: in Chapter II we introduce and analyze gradient descent laws to optimally approximate a smooth strictly convex contour, in Chapter III we discuss a distribute algorithm to optimally approximate a smooth nonconvex contour, in Chapter IV we illustrate some robustness properties of linear discrete-time consensus algorithms, and finally, in Chapter V we introduce and analyze a switching law that enables a fleet of robots to synchronously patrol a planar boundary. The conclusions are summarized in Chapter VI.

## Chapter 2

## Gradient algorithms for

## polygonal approximation of

## convex contours

Constructing an optimal polygonal approximation of a contour has been a research subject for mathematicians and engineers across the last three centuries. Still interesting problems continue to remain unsolved especially for the general setting of non-convex bodies. Boundary estimation and tracking is also a relevant problem in computer vision [22]. Some references on the boundary estimation problem for robotic sensor networks include $[28,8,7,43]$. A final motivation for this work is the interest in dynamical systems that solve optimization problems, as described for example in [16]; discrete-time gradient systems and discrete-time balancing algorithms for networks of agents are discussed in [1] and in [36].

As pointed out by the authors in [21], in the XIX century it was known how to geometrically characterize the polygon enclosed in a convex body that
minimizes the area difference between itself and the enclosing convex body. On the other hand, the geometric characterization of a polygon, enclosing a given strictly convex body, that again minimizes the difference of the areas is more complex and less intuitive. To the best of our knowledge, the earliest reference on this matter appeared only in 1949 by E. Trost, see [41]. In the XX century it was also proved that for a convex planar body the approximation error, for various useful metrics, goes to zero as $1 / N^{2}$, where $N$ is the number of vertices of the interpolating polygon. For a detailed list of references we refer to the surveys [13] and [14]. In this chapter we introduce three intuitive metrics and corresponding gradient flows to approximate a strictly convex body by a polygon of $N$ vertices placed on the boundary. The metrics are: (i) the difference between the area of body and the enclosed polygon, (ii) the difference between the area of the enclosing polygon and the area of the body, and (iii) the difference between the area of the enclosing polygon and of the enclosed polygon. The gradient flows for (ii) and (iii) are novel results. The flows can be implemented, in a distributed fashion, by a robotic sensor network. For the metrics (i) and (ii) we also introduced a corresponding discrete-time algorithm.

### 2.1 Problem setup

Let $\overline{\mathbb{R}}=\mathbb{R} \cup\{+\infty,-\infty\}$. Let $Q \subseteq \mathbb{R}^{2}$ be a bounded, strictly convex body with a twice differentiable boundary $\partial Q$. Let $\mathbb{T} \subseteq \mathbb{R}^{2}$ denote the unit circle. We parameterize $\partial Q$ by a map $\gamma: \mathbb{T} \rightarrow \partial Q$, and represent its signed curvature by $\kappa: \mathbb{T} \rightarrow \mathbb{R}$. Note that $\kappa$ remains positive as we traverse the curve $\gamma$ in a counterclockwise manner. For $s_{i} \in \mathbb{T}, i \in\{1, \ldots, N\}$, let $p_{i}=\gamma\left(s_{i}\right)=\left(x_{i}, y_{i}\right) \in \partial Q$ be
the position of $N$ points on the boundary ordered in counter-clockwise direction. We assume $N \geq 3$ and use the identification $0 \equiv N$ and $N+1 \equiv 1$. For $s \in \mathbb{T}$, let $\mathbf{t}(s)$ and $\mathbf{n}(s)$ denote the tangent vector $\gamma^{\prime}(s)$ and the unit outward normal vector at $\gamma(s) \in \partial Q$. With a slight abuse of notation, we sometimes refer to unit tangent and normal vectors at the point $p_{i}$ as $\mathbf{t}_{i}$ and $\mathbf{n}_{i}$, and at the point $p \in \partial Q$ as $\mathbf{t}(p)$ and $\mathbf{n}(p)$. For $p \in \partial Q$, define the half-plane $\mathcal{H}(p)=\left\{z \in \mathbb{R}^{2} \mid(p-z) \cdot \mathbf{n}(p) \leq 0\right\}$; see Figure 2.1. Given two points $A$ and $B$, let $\overline{A B}$ denote the segment between them.

Definition 2.1 (Inner and outer polygons) Let $p_{1}, \ldots, p_{N}$ be the positions of $N$ points on $\partial Q$ and let $\mathcal{P}\left(\mathbb{R}^{2}\right)$ denote the parts of $\mathbb{R}^{2}$. Let us define $P_{I}:(\partial Q)^{N} \rightarrow \mathcal{P}\left(\mathbb{R}^{2}\right)$ by $P_{I}\left(p_{1}, \ldots, p_{n}\right)=\operatorname{co}\left(p_{1}, \ldots, p_{n}\right)$, the inner polygon generated by the vertices $\left\{p_{1}, \ldots, p_{n}\right\}$. With a slight abuse of notation, let us define the possibly unbounded outer polygon $P_{O}:(\partial Q)^{N} \rightarrow \mathcal{P}\left(\mathbb{R}^{2}\right)$ by $P_{O}\left(p_{1}, \ldots, p_{N}\right)=$ $\mathcal{H}\left(p_{1}\right) \cap \cdots \cap \mathcal{H}\left(p_{N}\right)$.

Definition 2.2 (Tangent lines and tangent connections) Define the rays $\ell^{+}: \partial Q \rightarrow \mathcal{P}\left(\mathbb{R}^{2}\right)$ and $\ell^{-}: \partial Q \rightarrow \mathcal{P}\left(\mathbb{R}^{2}\right)$ by $\ell^{+}(p)=\{p+\lambda \mathbf{t}(p) \mid \lambda \geq 0\}$ and $\ell^{-}(p)=\{p+\lambda \mathbf{t}(p) \mid \lambda \leq 0\}$, respectively. Also, let $\ell(p)=\ell^{+}(p) \cup \ell^{-}(p) . A$ pair $(p, q)$ of points in $\partial Q$ is counter-clockwise tangent-connected (abbreviated cc-tangent-connected) if $\ell^{+}(p) \cap \ell^{-}(q) \neq \emptyset$.

The following result is illustrated in Figure 2.1.

Lemma 2.1 (Bounded outer polygon) All pairs $\left(p_{i}, p_{i+1}\right), i \in\{1, \ldots, N\}$, are cc-tangent-connected if and only if $P_{O}\left(p_{1} \ldots, p_{N}\right)$ is bounded.


Figure 2.1. From left to right: the half-plane $\mathcal{H}\left(p_{i}\right)$ and its boundary $\ell\left(p_{i}\right)=$ $\ell^{+}\left(p_{i}\right) \cup \ell^{-}\left(p_{i}\right)$, three points defining a bounded outer polygon, and three points defining an unbounded outer polygon.

Definition 2.3 (Error metrics) We quantify the approximation error of $Q$ through three different metrics:

- The inner set approximation error $E_{I}:(\partial Q)^{N} \rightarrow \mathbb{R}_{+}$is defined by $E_{I}\left(p_{1}, \ldots, p_{n}\right)=\operatorname{Area}\left(Q \backslash P_{I}\left(p_{1}, \ldots, p_{n}\right)\right)$.
- The outer set approximating error $E_{O}:(\partial Q)^{N} \rightarrow \overline{\mathbb{R}}_{+}$is defined by $E_{O}\left(p_{1}, \ldots, p_{n}\right)=\operatorname{Area}\left(P_{O}\left(p_{1}, \ldots, p_{n}\right) \backslash Q\right)$.
- The symmetric difference error $E_{S}:(\partial Q)^{N} \rightarrow \overline{\mathbb{R}}_{+}$is defined by $E_{S}\left(p_{1}, \ldots, p_{n}\right)=\operatorname{Area}\left(P_{O}\left(p_{1}, \ldots, p_{n}\right) \backslash P_{I}\left(p_{1}, \ldots, p_{n}\right)\right)$.

Remark 2.1 (Implementation by group of robots) In what follows we present descent algorithms for the minimization of these error metrics. The algorithms can be implemented by group of robots where we regard $p_{i}$ as a robot that can sense a portion of $\partial Q$, communicate with some robots and move to improve the approximation of $\partial Q$. For all the algorithms that follow we establish how much sensing and communication are required.

### 2.2 Inner-polygon approximation algorithms

The algorithms of this section are based on the interpolation error $E_{I}$. Observe that $E_{I}\left(p_{1}, \ldots, p_{N}\right)=\operatorname{Area}(Q)-\operatorname{Area}\left(P_{I}\left(p_{1}, \ldots, p_{N}\right)\right)$. Recalling that the set of points $\left\{p_{1}, \ldots, p_{N}\right\}$ is ordered in counter-clockwise direction, and that $\left(x_{i}, y_{i}\right)$ are coordinates of $p_{i}$, then an expression for $\operatorname{Area}\left(P_{I}\left(p_{1}, \ldots, p_{N}\right)\right)$ is:

$$
\operatorname{Area}\left(\mathcal{P}_{I}\left(p_{1}, \ldots, p_{N}\right)\right)=\frac{1}{2} \sum_{i=1}^{N}\left(x_{i} y_{i+1}-x_{i+1} y_{i}\right)
$$

We now define a dynamical system by projecting the $i$ th component of the gradient of $E_{I}$ on the tangent $\mathbf{t}_{i}$ :

$$
\begin{align*}
\dot{p}_{i} & =\left(\mathbf{t}_{i} \cdot \frac{\partial \operatorname{Area}\left(P_{I}\left(p_{1}, \ldots, p_{N}\right)\right)}{\partial p_{i}}\right) \mathbf{t}_{i}  \tag{2.1}\\
& =\left(\frac{1}{2} \mathbf{t}_{i}^{T}\binom{y_{i+1}-y_{i-1}}{x_{i-1}-x_{i+1}}\right) \mathbf{t}_{i}, \quad i \in\{1, \ldots, N\} .
\end{align*}
$$

Lemma 2.2 (Gradient flow for $E_{I}$ ) Ift $\mapsto \eta(t)=\left(p_{1}(t), \ldots, p_{N}(t)\right)$ denotes a trajectory of the dynamical system (2.1), then $E_{I} \circ \eta$ is monotonic non-increasing and $\eta$ converges asymptotically to the set of critical configurations of $E_{I}$. $A$ configuration $p_{1}, \ldots, p_{N}$ is critical for $E_{I}$ if and only if, for all $i \in\{1, \ldots, N\}$,

$$
\begin{equation*}
\mathbf{t}_{i} \perp\binom{y_{i+1}-y_{i-1}}{x_{i-1}-x_{i+1}}, \tag{2.2}
\end{equation*}
$$

that is, $\mathbf{n}_{i} \perp\left(p_{i+1}-p_{i-1}\right)$. Furthermore, if the boundary $\partial Q$ is analytic, then $\eta$ converges asymptotically to a critical configuration.

Proof. It is easy to see that $\dot{p}_{i}(t)=-\left.\frac{\partial E_{I}(t)}{\partial p_{i}}\right|_{\partial Q}$ therefore (2.1) is a gradient system. As a consequence, $E_{I}$ is monotonic non-increasing:

$$
\frac{d E_{I}}{d t}=-\frac{\operatorname{Area}\left(\mathcal{P}_{I}\left(p_{1}, \ldots, p_{N}\right)\right)}{d t}=-\sum_{i=1}^{N}\left(\mathbf{t}_{i} \cdot \frac{\partial \operatorname{Area}\left(P_{I}\left(p_{1}, \ldots, p_{N}\right)\right)}{\partial p_{i}}\right)^{2} \mathbf{t}_{i} \leq 0
$$

and the $p_{i}$ 's asymptotically converge to the set of critical configurations of $E_{I}$. If the boundary $\partial Q$ is analytic, then $E_{I}$ is analytic (because it is a composition of analytic functions) and, by [27], we can conclude that every trajectory has finite length and tends to a single point belonging to the set of critical configurations.

Not every critical point of $E_{I}$ is an extremum of $E_{I}$ : Figure 2.2 illustrates a saddle point of $E_{I}$.


Figure 2.2. From left to right: saddle point configuration, nearby configuration that increases the error $E_{I}$, bear by configuration that decreases the error $E_{I}$, configuration corresponding to a minimum error configuration.

Remark 2.2 (Historical notes) The characterization (2.2) of the critical configurations was already obtained in the XIX century according to [21]. The paper [21] additionally shows how the critical point configurations satisfy the condition that points remain closer in regions of higher mean curvature, which is a desirable condition for shape representation. It is believed [13] that as the number of nodes increases, the type of configurations that satisfy (2.2) correspond only to global error minima.

Remark 2.3 (Implementation by group of robots) In the dynamical system (2.1), the velocity $\dot{p}_{i}$ depends only on $p_{i-1}, p_{i+1}$, and $\mathbf{t}_{i}$. Therefore, to implement this velocity control, every robot has to receive information about the positions of its immediate clockwise and counter-clockwise neighbors and sense the gradient of the contour at its position. Clearly, the communication graph is a ring graph.

### 2.2.1 Discrete-time inner-polygon approximation algorithms

Here we present two discrete-time versions of the vector field in equation (2.1).
Given a strictly convex set $Q$, define $q_{\max }:(\partial Q)^{2} \rightarrow \partial Q$ as follows: $q_{\max }\left(q_{1}, q_{2}\right)$ is the point of the counter-clockwise arc from $q_{1}$ to $q_{2}$ whose tangent to $\partial Q$ is parallel to the segment $\overline{q_{1} q_{2}}$. Note that $q_{\max }\left(q_{1}, q_{2}\right)$ maximizes $q \mapsto \operatorname{Area}\left(P_{I}\left(q_{1}, q, q_{2}\right)\right)$. Algorithm 1. At each discrete time instant $k \in \mathbb{N}$ and for each node $i \in\{1, \ldots, N\}$ define:

$$
p_{i}(k+1)= \begin{cases}q_{\max }\left(p_{i-1}(k), p_{i+1}(k)\right), & \text { if } i \equiv k \bmod N  \tag{2.3}\\ p_{i}(k), & \text { if } i \neq k \bmod N\end{cases}
$$

## Proposition 2.1 (Convergence of Algorithm 1) If

$k \mapsto \eta(k)=\left(p_{1}(k), \ldots, p_{N}(k)\right)$ denotes a trajectory of the dynamical system (2.3), then $E_{I} \circ \eta$ is monotonic non-increasing and $\eta$ converges asymptotically to the set of critical configurations of $E_{I}$.

Proof. Let $A_{k}=\operatorname{Area}\left(P_{I}\left(p_{1}(k), \ldots, p_{N}(k)\right)\right.$ and let $i$ be congruent $\bmod N$ with $k$. We have that $A_{k}=T_{k}+\bar{A}_{k}$, where $T_{k}=\operatorname{Area}\left(P_{I}\left(p_{i-1}(k), p_{i}(k), p_{i+1}(k)\right)\right.$ and $\bar{A}_{k}$ is the area of the inner polygon generated by the complementary set of nodes. Since $q_{\max }\left(q_{1}, q_{2}\right)$ maximizes $q \mapsto \operatorname{Area}\left(P_{I}\left(q_{1}, q, q_{2}\right)\right)$, $T_{k}=\operatorname{Area}\left(P_{I}\left(p_{i-1}(k), p_{i}(k), p_{i+1}(k)\right) \leq \operatorname{Area}\left(P_{I}\left(p_{i-1}(k), p_{i}(k+1), p_{i+1}(k)\right)=\right.\right.$ $\bar{T}_{k+1}$. Therefore, $A_{k}=T_{k}+\bar{A}_{k} \leq \bar{T}_{k+1}+\bar{A}_{k}=A_{k+1}$, i.e., the point that moves at time $k$ does so in order to increase the area of the inner polygon or, equivalently, to decrease the error $E_{I}$. Using the extension of the LaSalle Invariance Principle for discrete-time systems ([25]) we can claim that the $p_{i}$ 's will
asymptotically reach the largest weakly invariant set in $\left\{\left(p_{1}(k), \ldots, p_{N}(k)\right) \in\right.$ $\left.\partial Q^{N} \mid E_{I} \circ \eta(k+1)-E_{I} \circ \eta(k)=0\right\}$, which is the set of critical configurations for $E_{I}$.

The quintuplet $\left(p_{-2}, p_{-1}, p_{0}, p_{1}, p_{2}\right)$ is admissible if the following three inequalities hold:

$$
\begin{aligned}
& \operatorname{Area}\left(P_{I}\left(q_{\max }\left(p_{-2}, p_{0}\right), p_{0}, q_{\max }\left(p_{0}, p_{2}\right)\right)\right) \\
& \quad \leq \operatorname{Area}\left(P_{I}\left(q_{\max }\left(p_{-2}, p_{0}\right), q_{\max }\left(p_{-1}, p_{1}\right), q_{\max }\left(p_{0}, p_{2}\right)\right)\right) \\
& \operatorname{Area}\left(P_{I}\left(p_{-1}, p_{0}, q_{\max }\left(p_{0}, p_{2}\right)\right)\right) \leq \operatorname{Area}\left(P_{I}\left(p_{-1}, q_{\max }\left(p_{-1}, p_{1}\right), q_{\max }\left(p_{0}, p_{2}\right)\right)\right), \\
& \operatorname{Area}\left(P_{I}\left(q_{\max }\left(p_{-2}, p_{0}\right), p_{0}, p_{1}\right)\right) \leq \operatorname{Area}\left(P_{I}\left(q_{\max }\left(p_{-2}, p_{0}\right), q_{\max }\left(p_{-1}, p_{1}\right), p_{1}\right)\right) .
\end{aligned}
$$

Algorithm 2. At each discrete time instant $k \in \mathbb{N}$ and for each node $i \in\{1, \ldots, N\}$ define:

$$
\begin{equation*}
p_{i}(k+1)=q_{\max }\left(p_{i-1}(k), p_{i+1}(k)\right), \tag{2.4}
\end{equation*}
$$

if $\left(p_{i-2}(k), p_{i-1}(k), p_{i}(k), p_{i+1}(k), p_{i+2}(k)\right)$ is admissible, and $p_{i}(k+1)=p_{i}(k)$ otherwise. Here is our main analysis result in this section.

## Proposition 2.2 (Convergence of Algorithm 2) $E_{I}$ is monotonic

 non-increasing along all trajectories of (2.4).Proof. The proof consists of two parts. As first fact (i), we prove inductively that the area of any polygon of $N$ vertices increases by leaving any two consecutive nodes fixed and by moving the other $N-2$ vertices according to (2.4). As second fact (ii), building on the previous result, we show that the area of any polygon of $N$ vertices increases by moving the all the $N$ vertices according to (2.4).

Let us prove first (i) by induction on the number of vertices of a polygon. Let us consider $N=3$. Clearly, if two of the three vertices are fixed and the
other one moves according to (2.4), the area of the triangle formed by the three nodes increases, just as seen for Algorithm 1. Assume now that, given a polygon $P_{I}\left(p_{1}, \ldots, p_{N-1}\right)$ with $N-1$ vertices, its area can be increased by leaving any two consecutive nodes fixed and moving the other $N-1-2$ vertices according to (2.4). Let us now prove that the same property holds for the polygon $P_{I}\left(p_{1}, \ldots, p_{N}\right)$ with $N$ vertices. Clearly, we have that:

$$
\operatorname{Area}\left(P_{I}\left(p_{1}, \ldots, p_{N}\right)\right)=\operatorname{Area}\left(P_{I}\left(p_{1}, \ldots, p_{N-1}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N-1}, p_{N}, p_{1}\right)\right)
$$

where for simplicity of notation we dropped the time index $k$. By assumption, the area of a polygon with $N-1$ vertices increases if any two consecutive points are fixed and the rest moves according to (2.4). Therefore, we have

$$
\operatorname{Area}\left(P_{I}\left(p_{1}, p_{2} \ldots, p_{N-2}, p_{N-1}\right)\right) \leq \operatorname{Area}\left(P_{I}\left(p_{1}, p_{2}^{+} \ldots, p_{N-2}^{+}, p_{N-1}\right)\right)
$$

where for simplicity of notation the superscript + indicates that the node has updated its position according to (2.4). This implies:

$$
\begin{aligned}
& \operatorname{Area}\left(P_{I}\left(p_{1}, \ldots, p_{N}\right)\right) \\
& \leq \operatorname{Area}\left(P_{I}\left(p_{1}, p_{2}^{+} \ldots, p_{N-2}^{+}, p_{N-1}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N-1}, p_{N}, p_{1}\right)\right) \\
& =\operatorname{Area}\left(P_{I}\left(p_{2}^{+} \ldots, p_{N-2}^{+}, p_{N-1}, p_{N}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N}, p_{1}, p_{2}^{+}\right)\right) \\
& \leq \operatorname{Area}\left(P_{I}\left(p_{2}^{+} \ldots, p_{N-2}^{+}, p_{N-1}, p_{N}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N}, p_{1}^{+}, p_{2}^{+}\right)\right) \\
& =\operatorname{Area}\left(P_{I}\left(p_{1}^{+}, p_{2}^{+}, \ldots, p_{N-2}^{+}, p_{N-1}, p_{N}\right)\right)
\end{aligned}
$$

The second inequality holds because along the trajectories of (2.4) we have that $\operatorname{Area}\left(P_{I}\left(p_{N}, p_{1}, p_{2}^{+}\right)\right) \leq \operatorname{Area}\left(P_{I}\left(p_{N}, p_{1}^{+}, p_{2}^{+}\right)\right)$. This concludes the proof of (i). To
prove (ii), note that

$$
\begin{aligned}
& \operatorname{Area}\left(P_{I}\left(p_{1}^{+}, p_{2}^{+}, \ldots, p_{N-2}^{+}, p_{N-1}, p_{N}\right)\right) \\
& =\operatorname{Area}\left(P_{I}\left(p_{1}^{+}, \ldots, p_{N-2}^{+}, p_{N-1}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N-1}, p_{N}, p_{1}^{+}\right)\right) \\
& \leq \operatorname{Area}\left(P_{I}\left(p_{1}^{+}, \ldots, p_{N-2}^{+}, p_{N-1}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N-1}, p_{N}^{+}, p_{1}^{+}\right)\right) \\
& =\operatorname{Area}\left(P_{I}\left(p_{N}^{+}, p_{1}^{+}, \ldots, p_{N-2}^{+}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N-2}^{+}, p_{N-1}, p_{N}^{+}\right)\right) \\
& \leq \operatorname{Area}\left(P_{I}\left(p_{N}^{+}, p_{1}^{+}, \ldots, p_{N-2}^{+}\right)\right)+\operatorname{Area}\left(P_{I}\left(p_{N-2}^{+}, p_{N-1}^{+}, p_{N}^{+}\right)\right) \\
& =\operatorname{Area}\left(P_{I}\left(p_{1}^{+}, \ldots, p_{N}^{+}\right)\right) .
\end{aligned}
$$

Remark 2.4 Stationary configurations of (2.4) are not necessarily critical points of $E_{I}$, i.e., at an equilibrium configuration for (2.4) there could exist a node for which condition (2.2) is not satisfied. A set of nodes could be "unlocked" by running a leader-election algorithm between neighbors and giving priority of motion to the consensual leader. This operation respects the descent nature of the algorithm and guarantees that we reach a desired critical configuration.

Remark 2.5 (Implementation by group of robots) To implement
Algorithm 1, each robot $p_{i}$ needs to have knowledge about its own label number $i \in\{1, \ldots, N\}$ and about the position of its one-hop neighbors. Algorithm 2, does not require a labeling of robots, but requires each robot to have knowledge about part of the contour and knowledge about the position of its two-hop neighbors.•

### 2.3 Outer-polygon approximation algorithms

The algorithms of this section are based on the interpolation error $E_{O}$. We begin with a geometric characterization of the partial derivative of $E_{O}$ and of the critical configurations for $E_{O}$. First, for $i \in\{1, \ldots, N\}$, we define $\alpha_{i}\left(p_{i}, p_{i+1}\right)$ to be the angle (measured in counter-clockwise order) from $\mathbf{t}_{i}$ to $\mathbf{t}_{i+1}$. Assuming any pair $\left(p_{i}, p_{i+1}\right)$ is cc-tangent-connected, consider $A_{i}=\ell^{-}\left(p_{i}\right) \cap \ell^{+}\left(p_{i-1}\right)$ and $B_{i}=\ell^{-}\left(p_{i+1}\right) \cap \ell^{+}\left(p_{i}\right)$. Let us denote by $d_{i}^{-}$(resp. $\left.d_{i}^{+}\right)$the length of the segment $\overline{p_{i} A_{i}}$ (resp. the segment $\overline{p_{i} B_{i}}$ ), as in Figure 2.3(a). It is useful to define $d_{i}^{-}=+\infty$

(a)

(b)

Figure 2.3. (a) Illustration of $\alpha_{i}, \alpha_{i-1}, A_{i}$ and $B_{i}$. (b) Variation of $E_{O}$ described in Proposition 2.3.
(resp. $\left.d_{i}^{+}=+\infty\right)$ when the pair $\left(p_{i-1}, p_{i+1}\right)$ is not cc-tangent-connected. One can
show that:

$$
\begin{aligned}
& d_{i}^{-}\left(p_{i}, p_{i-1}\right)= \begin{cases}+\infty, & \text { if } p_{i} \neq p_{i-1} \\
\frac{\left(p_{i}-p_{i-1}\right) \cdot \mathbf{n}_{i-1}}{\mathbf{t}_{i} \cdot \mathbf{n}_{i-1}}, & \text { otherwise } \mathbf{t}_{i} \cdot \mathbf{n}_{i-1}=0,\end{cases} \\
& d_{i}^{+}\left(p_{i}, p_{i+1}\right)= \begin{cases}+\infty, & \text { if } p_{i} \neq p_{i+1} \\
\frac{\text { and } \mathbf{t}_{i} \cdot \mathbf{n}_{i+1}=0,}{} \frac{\text { otherwise } .}{}\end{cases}
\end{aligned}
$$

Proposition 2.3 (Partial derivative of $E_{O}$ ) If all the pairs $\left(p_{i}, p_{i+1}\right)$ are cc-tangent-connected, then

$$
\frac{\partial E_{O}\left(p_{1}, \ldots, p_{n}\right)}{\partial s_{i}}=\frac{1}{2}\left(d_{i}^{-}+d_{i}^{+}\right)\left(d_{i}^{-}-d_{i}^{+}\right) \kappa\left(s_{i}\right) .
$$

Proof. Let us consider $p\left(s_{i}\right)$ and $p\left(s_{i}+\delta s_{i}\right)$, two points on the arc from $p_{i-1}$ to $p_{i+1}$, as shown in Figure 2.3(b). Let $D=\ell^{+}\left(s_{i}\right) \cap \ell^{-}\left(s_{i}+\delta s_{i}\right)$. Let $\delta \alpha_{i}=$ $\alpha\left(s_{i}+\delta_{i}\right)-\alpha\left(s_{i}\right)$. Note that $\delta \alpha_{i}<0$ when $\delta s_{i}>0$. By construction:
$\operatorname{Area}\left(\mathcal{T}_{1}\right)-\operatorname{Area}\left(\mathcal{T}_{2}\right)=E_{O}\left(p_{1}, \ldots, p\left(s_{i}+\delta s_{i}\right), \ldots p_{n}\right)-E_{O}\left(p_{1}, \ldots, p\left(s_{i}\right), \ldots, p_{n}\right)$,
where $\mathcal{T}_{1}$ is the triangle with vertices $D, A\left(s_{i}\right)$, and $A\left(s_{i}+\delta s_{i}\right)$, and $\mathcal{T}_{2}$ is the triangle with vertices $D, B\left(s_{i}\right)$, and $B\left(s_{i}+\delta s_{i}\right)$. We now prove that $\operatorname{Area}\left(\mathcal{T}_{1}\right)=$ $\left(d_{i}^{-}\right)^{2}\left(-\delta \alpha_{i}\right)+o\left(\delta \alpha_{i}^{2}\right)$ and that $\operatorname{Area}\left(\mathcal{T}_{2}\right)=\left(d_{i}^{+}\right)^{2}\left(-\delta \alpha_{i}\right)+o\left(\delta \alpha_{i}^{2}\right)$, for small $\delta s_{i}$. Note that $\left\|p\left(s_{i}+\delta s_{i}\right)-p\left(s_{i}\right)\right\|=\left\|\gamma^{\prime}\left(s_{i}\right) \delta s_{i}\right\|+o\left(\delta s_{i}^{2}\right)$ and that $\frac{\partial \alpha(s)}{\partial s}=\frac{\partial \alpha(s)}{\partial \mathbf{t}(s)} \frac{\partial \mathrm{t}(s)}{\partial s}=$ $-\kappa(s)$. Therefore, we have $\delta \alpha_{i}=-\kappa\left(s_{i}\right) \delta s_{i}+o\left(\delta s_{i}^{2}\right)$. In fact, provided that $p_{i} \neq p_{i+1}$, the function $\alpha_{i}\left(p_{i}, p_{i+1}\right)$ is differentiable and its gradient is: $\frac{\partial \alpha_{i}\left(p_{i}, p_{i+1}\right)}{\partial \mathbf{t}_{i}}=$ $\left(t_{i}^{2},-t_{i}^{1}\right)$, where $\mathbf{t}_{i}=\left(t_{i}^{1}, t_{i}^{2}\right)$. Clearly, $\frac{\partial \mathbf{t}_{i}}{\partial s_{i}}=\left(-t_{i}^{2}, t_{i}^{1}\right) \kappa\left(s_{i}\right)$. It can be shown that
$\left\|D-A\left(s_{i}\right)\right\|=d_{i}^{-}+\frac{\left\|\gamma^{\prime}\left(s_{i}\right) \delta s_{i}\right\|}{2}+o\left(\delta s_{i}^{2}\right)$. Let $h$ be the height of the triangle $\mathcal{T}_{1}$ with respect to the base $\left\|D-A\left(s_{i}\right)\right\|$. Clearly, we have $h=\| A\left(s_{i}\right)-A\left(s_{i}+\right.$ $\left.\delta s_{i}\right) \| \sin \left(\alpha_{i-1}\right)$ and

$$
\frac{\left\|A\left(s_{i}\right)-A\left(s_{i}+\delta s_{i}\right)\right\|}{\sin \left(-\delta \alpha_{i}\right)}=\frac{\left\|D-A\left(s_{i}\right)\right\|}{\sin \left(\pi-\left(\alpha_{i-1}-\delta \alpha_{i}\right)\right)},
$$

and, therefore,

$$
h=\left\|D-A\left(s_{i}\right)\right\| \frac{\sin \left(-\delta \alpha_{i}\right)}{\sin \left(\alpha_{i-1}-\delta \alpha_{i}\right)} \sin \left(\alpha_{i-1}\right)
$$

We have then:

$$
\operatorname{Area}\left(\mathcal{T}_{1}\right)=\frac{1}{2}\left\|D-A\left(s_{i}\right)\right\| h=\frac{1}{2}\left\|D-A\left(s_{i}\right)\right\|^{2} \frac{\sin \left(\alpha_{i-1}\right)}{\sin \left(\alpha_{i-1}-\delta \alpha_{i}\right)} \sin \left(-\delta \alpha_{i}\right)
$$

For small $\delta s_{i}$, and hence small $\delta \alpha_{i}$, we have that $\frac{\sin \left(\alpha_{i-1}\right)}{\sin \left(\alpha_{i-1}-\delta \alpha_{i}\right)}=1+o\left(\delta \alpha_{i}\right)$, and $\sin \left(-\delta \alpha_{i}\right)=-\delta \alpha_{i}+o\left(\delta \alpha_{i}^{2}\right)$. Therefore:

$$
\operatorname{Area}\left(\mathcal{T}_{1}\right)=\frac{1}{2}\left(d_{i}^{-}\right)^{2}\left(-\delta \alpha_{i}\right)+o\left(\delta \alpha_{i}^{2}\right)
$$

Analogously, it can be proved that $\operatorname{Area}\left(\mathcal{T}_{2}\right)=\frac{1}{2}\left(d_{i}^{+}\right)^{2}\left(-\delta \alpha_{i}\right)+o\left(\delta \alpha_{i}^{2}\right)$. We can now compute

$$
\begin{aligned}
\frac{\partial E_{O}\left(p_{1}, \ldots, p_{n}\right)}{\partial s_{i}} & =\lim _{\delta s_{i} \rightarrow 0} \frac{\operatorname{Area}\left(\mathcal{T}_{1}\right)-\operatorname{Area}\left(\mathcal{T}_{2}\right)}{\delta s_{i}} \\
& =\lim _{\delta s_{i} \rightarrow 0} \frac{1}{2}\left(\left(d_{i}^{+}\right)^{2}-\left(d_{i}^{-}\right)^{2}\right) \frac{\delta \alpha_{i}}{\delta s_{i}} \\
& =\frac{1}{2}\left(d_{i}^{-}+d_{i}^{+}\right)\left(d_{i}^{-}-d_{i}^{+}\right) \kappa\left(s_{i}\right)
\end{aligned}
$$

where we used the fact that $\partial \alpha_{i} / \partial s_{i}=\kappa$.
Based on these notions and concepts, we define the dynamical system

$$
\begin{equation*}
\dot{p}_{i}=\operatorname{sat}_{v}\left(\left(d_{i}^{+}\right)^{2}-\left(d_{i}^{-}\right)^{2}\right) \mathbf{t}_{i}, \quad i \in\{1, \ldots, N\} \tag{2.5}
\end{equation*}
$$

where the function sat ${ }_{v}: \overline{\mathbb{R}} \rightarrow \mathbb{R}$, defined for some positive saturation value $v \in$ $(0,+\infty)$, is given by:

$$
\operatorname{sat}_{v}(x)= \begin{cases}x, & |x| \leq v \\ \frac{x}{|x|} v, & |x| \geq v\end{cases}
$$

Equation (2.5) is well defined if we adopt the convention $| \pm \infty|=+\infty$, and the usual operations in $\overline{\mathbb{R}}$. We are ready for the main result of this section; note that the characterization of the critical points of $E_{O}$ was originally given in [41].

Proposition 2.4 (Gradient flow for $E_{O}$ ) If $t \mapsto \eta(t)=\left(p_{1}(t), \ldots, p_{N}(t)\right) d e-$ notes a trajectory of the dynamical system (2.5), then (i) $E_{O} \circ \eta$ is bounded in finite time and monotonic non-increasing afterwards, and (ii) $\eta$ converges asymptotically to the set of critical configurations of $E_{O}$. A configuration $p_{1}, \ldots, p_{N}$ is critical for $E_{O}$ if and only if, for all $i \in\{1, \ldots, N\}$,

$$
d_{i}^{+}\left(p_{i}, p_{i+1}\right)=d_{i}^{-}\left(p_{i}, p_{i-1}\right)
$$

Furthermore, if the boundary $\partial Q$ is analytic, then $\eta$ converges asymptotically to a critical configuration.

Proof. Suppose that there exists $i \in\{1, \ldots, N\}$ such that $\left(p_{i}, p_{i+1}\right)$ is not cc-tangent-connected (i.e., $d_{i}^{-}<+\infty$ and $d_{i}^{+}=+\infty$ ). Since $d_{i}^{+}=+\infty$ also $d_{i+1}^{-}=+\infty$ and $E_{O}$ is unbounded. Since $\partial Q$ is strictly convex, we have $d_{j}^{-}<+\infty$ (resp. $d_{j}^{+}<+\infty$ ), for all $j \notin\{i, i+1\}$. Because of equation (2.5), $p_{i}$ will move counter-clockwise with speed $v>0$, while $p_{i+1}$ will move clockwise with the same speed. Therefore, in finite time the two rays $\ell_{i}^{+}$and $\ell_{i+1}^{-}$intersect, $\left(p_{i}, p_{i+1}\right)$ become cc-tangent-connected and $E_{O}$ becomes bounded. Now, we prove that
if all pairs $\left(p_{i}, p_{i+1}\right)$ are cc-tangent-connected, then $E_{O} \circ \eta$ decreases. Using equation (2.5) we compute

$$
\begin{aligned}
\dot{p}_{i} & =\gamma^{\prime}\left(s_{i}\right) \dot{s}_{i}=\left\|\gamma^{\prime}\left(s_{i}\right)\right\| \mathbf{t}_{i} \dot{s}_{i}=\mathbf{t}_{i} \operatorname{sat}_{v}\left(\left(d_{i}^{+}\right)^{2}-\left(d_{i}^{-}\right)^{2}\right) \\
& \Longrightarrow \quad \dot{s}_{i}=\frac{\operatorname{sat}_{v}\left(\left(d_{i}^{+}\right)^{2}-\left(d_{i}^{-}\right)^{2}\right)}{\left\|\gamma^{\prime}\left(s_{i}\right)\right\|},
\end{aligned}
$$

and therefore:

$$
\begin{aligned}
\frac{d E_{O}\left(p_{1}, \ldots, p_{N}\right)}{d t} & =\sum_{i=1}^{N} \frac{\partial E_{O}\left(p_{1}, \ldots, p_{N}\right)}{\partial \alpha_{i}} \frac{\partial \alpha_{i}}{\partial \mathbf{t}_{i}} \cdot \frac{\partial \mathbf{t}_{i}}{\partial s_{i}} \dot{s}_{i} \\
& =\sum_{i=1}^{N} \kappa\left(s_{i}\right) \frac{\left(\left(d_{i}^{-}\right)^{2}-\left(d_{i}^{+}\right)^{2}\right) \operatorname{sat}_{v}\left(\left(d_{i}^{+}\right)^{2}-\left(d_{i}^{-}\right)^{2}\right)}{2\left\|\gamma^{\prime}\left(s_{i}\right)\right\|}
\end{aligned}
$$

Because we assumed $\kappa>0$ on the entire boundary, the cost function $E_{O}$ decreases monotonically along the trajectories of equation (2.5). Using the LaSalle Invariance Principle, it can be proved that the $p_{i}$ 's will asymptotically converge to the set of critical configurations for $E_{O}$.

Let $\mathbf{s}(t)=\left[s_{1}(t), \ldots, s_{N}(t)\right]^{T} \in \mathbb{T}^{N}$, and note that if $\partial Q$ is analytic then $E_{O}$ is analytic. Next, we recall a result from [1]. If there exists $\delta>0$ and $\tau$ such that, for all $t>\tau$, the following holds

$$
\frac{d E_{O}}{d t} \equiv\left\langle\nabla E_{O}(\mathbf{s}(t)), \dot{\mathbf{s}}(t)\right\rangle \leq-\delta\left\|\nabla E_{O}(\mathbf{s}(t))\right\|\|\dot{\mathbf{s}}(t)\|
$$

then $\mathbf{s}(t)$ converges to a unique critical configuration $\mathbf{s}^{*}$. We use this result as follows. Note that as $t \rightarrow+\infty, \mathbf{s}(t)$ approaches the set of critical configurations. We can then conclude that there exists a time $\tau$ after which sat ${ }_{v}$ is not active any longer and, hence, $\dot{s}_{i}(t)=-\lambda_{i}(t) \frac{\partial E_{O}}{\partial s_{i}}$, where $\lambda_{i}(t)=\frac{2}{\kappa\left(s_{i}\right)\left\|\gamma^{\prime}\left(s_{i}\right)\right\|}$. Therefore we have

$$
\left\langle\nabla E_{O}(\mathbf{s}(t)), \dot{\mathbf{s}}(t)\right\rangle=-\nabla E_{O}(\mathbf{s}(t))^{T} \Lambda(t) \nabla E_{O}(\mathbf{s}(t)) \leq-\lambda_{\min }(t)\left\|\nabla E_{O}(\mathbf{s}(t))\right\|^{2}
$$

where $\Lambda(t) \in \mathbb{R}^{N \times N}$ is a diagonal matrix with entries $[\Lambda(t)]_{i i}=\lambda_{i}(t)>0$, and $\lambda_{\min }(t)=\min \left\{\lambda_{1}(t), \ldots, \lambda_{N}(t)\right\}$. We require:

$$
-\lambda_{\min }(t)\left\|\nabla E_{O}(\mathbf{s}(t))\right\|^{2} \leq-\delta\left\|\nabla E_{O}(\mathbf{s}(t))\right\|\|\dot{\mathbf{s}}(t)\|
$$

or equivalently

$$
\lambda_{\min }(t)\left\|\nabla E_{O}(\mathbf{s}(t))\right\| \geq \delta\|\dot{\mathbf{s}}(t)\|
$$

Note that $\left.\|\dot{\mathbf{s}}(t)\| \leq \lambda_{\max }(t)\right)\left\|\nabla E_{O}(\mathbf{s}(t))\right\|$, where $\lambda_{\max }(t)=\max \left\{\lambda_{1}(t), \ldots, \lambda_{N}(t)\right\}$, therefore:

$$
\delta=\inf _{t>\tau} \frac{\left.\lambda_{\min }(t)\right)\left\|\nabla E_{O}(\mathbf{s}(t))\right\|}{\|\dot{\mathbf{s}}(t)\|} \geq \inf _{t>\tau} \frac{\lambda_{\min }(t)}{\lambda_{\max }(t)}>0 .
$$

We can then conclude that the $p_{i}$ 's will asymptotically converge to a unique critical configuration for $E_{O}$.

Remark 2.6 (Implementation by group of robots) To dynamically construct the best outer-polygon approximation according to equation (2.5), the robots need to exchange information not only about their positions (like for the inner-polygon approximation) but also about their local tangent.

### 2.3.1 Discrete-time outer-polygon approximation algorithms

It is easy to prove that an algorithm analogous to Algorithm 1 in the previous section guarantees convergence to the critical configuration of $E_{O}$. We state the analogous results here omitting the corresponding proof.

Given a strictly convex set $Q$, define $q_{\min }:(\partial Q)^{2} \rightarrow \partial Q$ as follows: $q_{\min }\left(q_{1}, q_{2}\right)$ is the point of the counter-clockwise arc from $q_{1}$ to $q_{2}$ whose tangent to $\partial Q$ satisfies $d_{i}^{-}=d_{i}^{+}$. Note that $q_{\text {min }}\left(q_{1}, q_{2}\right)$ minimizes $q \mapsto \operatorname{Area}\left(P_{O}\left(q_{1}, q, q_{2}\right)\right)$.

Algorithm 3. At each discrete time instant $k \in \mathbb{N}$ and for each node $i \in\{1, \ldots, N\}$ define:

$$
p_{i}(k+1)= \begin{cases}q_{\min }\left(p_{i-1}(k), p_{i+1}(k)\right), & \text { if } i \equiv k \bmod N  \tag{2.6}\\ p_{i}(k), & \text { if } i \neq k \bmod N\end{cases}
$$

Proposition 2.5 (Convergence of Algorithm 3) If
$k \mapsto \eta(k)=\left(p_{1}(k), \ldots, p_{N}(k)\right)$ denotes a trajectory of the dynamical system (2.6), then $E_{O} \circ \eta$ is monotonic non-increasing and $\eta$ converges asymptotically to the set of critical configurations of $E_{O}$.

Remark 2.7 Similarly to Algorithm 2 in the inner-polygon approximation problem, it is possible to design a discrete time algorithm based on admissible quintuplets. Such algorithm would have limitations similar to the ones of Algorithm 2 and we do not present it here in the interest of brevity.

## 2.4 "Outer minus inner" polygon approximation algorithms

An alternative cost function that quantifies the accuracy of a polygonal approximation of a convex body $Q$, is provided by the symmetric difference error $E_{S}$. In this section we provide a novel expression for $\frac{\partial E_{S}}{\partial p_{i}}, i \in\{1, \ldots, N\}$ under
the assumption that the outer polygon is bounded. This expression leads to a new type of gradient decent algorithm.

Lemma 2.3 (Partial derivative of $E_{S}$ ) If $\left(p_{i}, p_{i+1}\right)$ is cc-tangent-connected, then the area of the triangle formed by the segment $\overline{p_{i+1} p_{i}}$ and the rays $\ell^{+}\left(p_{i}\right)$ and $\ell^{-}\left(p_{i+1}\right)$ is

$$
A_{i}\left(p_{i}, p_{i+1}, \mathbf{n}_{i}, \mathbf{n}_{i+1}\right)=\frac{1}{2} \frac{\left(\mathbf{n}_{i} \cdot\left(p_{i}-p_{i+1}\right)\right)\left(\mathbf{n}_{i+1} \cdot\left(p_{i}-p_{i+1}\right)\right)}{\left(\mathbf{n}_{i} \times \mathbf{n}_{i+1}\right) \cdot \mathbf{e}_{3}} .
$$

Regarding $p_{i}$ and $\mathbf{n}_{i}=\mathbf{n}\left(p_{i}\right)$ as a functions of the parameter $s_{i} \in[0,1]$, we have

$$
\frac{\partial E_{S}\left(p_{1}, \ldots, p_{N}\right)}{\partial s_{i}}=\left(\frac{\partial A_{i-1}}{\partial p_{i}}+\frac{\partial A_{i}}{\partial p_{i}}-\kappa\left(s_{i}\right)\left(\frac{\partial A_{i-1}}{\partial \mathbf{n}_{i}}+\frac{\partial A_{i}}{\partial \mathbf{n}_{i}}\right)\right) \cdot \mathbf{t}_{i} .
$$

Proof. In the interest of space, we only mention here that the proof is based upon elementary calculations.

If we set $p_{i}=\left(x_{i}, y_{i}\right), \mathbf{n}_{i}=\left(n_{i}^{1}, n_{i}^{2}\right)$ and $\mathbf{n}_{i-1} \times \mathbf{n}_{i}^{+}:=n_{i-1}^{1} n_{i}^{2}+n_{i}^{1} n_{i-1}^{2}$, then explicit expressions for the relevant partial derivatives in Lemma 2.3 are:

$$
\begin{aligned}
\frac{\partial A_{i-1}}{\partial x_{i}} & =\frac{\left(p_{i}-p_{i-1}\right) \cdot\left(2 n_{i-1}^{1} n_{i}^{1}, \mathbf{n}_{i-1} \times \mathbf{n}_{i}^{+}\right)}{2\left(\mathbf{n}_{i-1} \times \mathbf{n}_{i}^{+}\right)}, \\
\frac{\partial A_{i-1}}{\partial y_{i}} & =\frac{\left(p_{i}-p_{i-1}\right) \cdot\left(\mathbf{n}_{i-1} \times \mathbf{n}_{i}^{+}, 2 n_{i-1}^{1} n_{i}^{1}\right)}{2\left(\mathbf{n}_{i-1} \times \mathbf{n}_{i}^{+}\right)}, \\
\frac{\partial A_{i-1}}{\partial n_{i}^{1}} & =\frac{n_{i}^{2}\left(\mathbf{n}_{i-1} \cdot\left(p_{i}-p_{i-1}\right)^{2}\right)}{2\left(\mathbf{n}_{i-1} \times \mathbf{n}_{i}^{+}\right)^{2}} \\
\frac{\partial A_{i-1}}{\partial n_{i}^{2}} & =\frac{n_{i}^{1}\left(\mathbf{n}_{i-1} \cdot\left(p_{i}-p_{i-1}\right)^{2}\right)}{2\left(\mathbf{n}_{i-1} \times \mathbf{n}_{i}^{+}\right)}
\end{aligned}
$$

Lemma 2.4 (Gradient flow for $E_{S}$ ) If $t \mapsto \eta(t)=\left(p_{1}(t), \ldots, p_{N}(t)\right)$ denotes a trajectory of the dynamical system

$$
\dot{p}_{i}=-\mathbf{t}_{i}\left(\frac{\partial A_{i-1}}{\partial p_{i}}+\frac{\partial A_{i}}{\partial p_{i}}-\kappa\left(s_{i}\right)\left(\frac{\partial A_{i-1}}{\partial \mathbf{n}_{i}}+\frac{\partial A_{i}}{\partial \mathbf{n}_{i}}\right)\right) \cdot \mathbf{t}_{i}, \quad i \in\{1, \ldots, N\}
$$

with $E_{S} \circ \eta(0)<+\infty$, then $E_{S} \circ \eta$ is monotonic non-increasing and $\eta$ converges asymptotically to the set of critical configurations of $E_{S}$. Furthermore, if the boundary $\partial Q$ is analytic, then $\eta$ converges asymptotically to a critical configuration.

We omit the proof of this lemma as it closely parallels that of Lemma 2.2.

Remark 2.8 (Implementation by group of robots) Even for this scenarios, the robots can move along the gradient of $E_{S}$ relying upon information that is available to them through one-hop communication and through sensing of local tangent and curvature data.

### 2.5 Simulations

Figure 2.4 shows the implementation results of the three continuous time descent algorithms described in Sections 2.2, 2.3, and 2.4. The eleven nodes are on the contour described by $\gamma(\theta)=(2.1+\sin (2 \pi \theta))(\cos (2 \pi \theta), \sin (2 \pi \theta))^{T}$, for $\theta \in[0,1)$. Figure 2.5 shows the implementation results of the discrete-time Algorithm 2 described in Sections 2.2.

### 2.6 Summary

In this chapter we have introduced three intuitive metrics and corresponding gradient flows to approximate a strictly convex planar body by a polygon of $N$ vertices. The metrics are: (i) the difference between the area of body and the inner polygon, (ii) the difference between the area of the outer polygon and the


Figure 2.4. From left to right and from top to bottom: initial condition of eleven nodes on a convex boundary, final condition after the implementation of the inner-polygon, outer-polygon, and "outer minus inner" polygon approximation algorithms.
area of the body, and (iii) the difference between the area of the outer polygon and of the inner polygon. The gradient flows for (ii) and (iii) are novel results. The flows can be implemented, in a distributed fashion, by a robotic sensor network. For the metrics (i) and (ii) we also introduced a corresponding discrete-time algorithm.


Figure 2.5. From left to right: initial condition of eleven nodes on a convex boundary and final condition after the implementation of Algorithm 2.

## Chapter 3

## Monitoring environmental boundaries with a robotic sensor network

Much recent attention has been given to the problem of boundary estimation and tracking by means of robotic networks. The common goal is to design a distributed algorithm that allows a limited number of mobile agents to detect the boundary of a region of interest and estimate it as it evolves. Boundary estimation and tracking is useful in numerous applications such as the detection of harmful algae bloom $[28,5]$, oil spill [8], and fire containment [7]. In [28], Marthaler and Bertozzi adopt the so-called "snake algorithm" (from the computer vision literature) to detect and track the boundary of harmful algae bloom. Each agent is equipped with a chemical sensor that is able to measure the concentration gradient and with a communication system that is able to exchange information with a data fusion center. In [5], Bertozzi et al. suggest an algo-
rithm that requires only a concentration sensor: the agents repeatedly cross the region boundary using a bang-bang angular velocity controller. In [8], Clark and Fierro use a random coverage controller, a collision avoidance controller and a bang-bang angular velocity controller to detect and surround an oil spill. In [7], Casbeer et al. describe an algorithm that allows Low Altitude Short Endurance Unmanned Vehicles (LASEUVs) to closely monitor the boundary of a fire. Each of the LASEUVs has an infrared camera and a short range communication device to exchange information with other agents and to download the information collected onto the base station. A different approach is considered by Zhang and Leonard in [43]. A formation of four robots tracks at unitary speed the level sets of a field. Their relative position changes so that they optimally measure the gradient and they estimate the curvature of the field in the center of the formation. Challenges in boundary estimation using motion-enabled sensors are discussed in [35].

In this chapter we propose an algorithm to estimate and reconstruct the boundary of a nonconvex time-varying region. The objective is for a group of mobile agents to optimally place some interpolation points on the boundary of a simply connected planar region. The boundary is then reconstructed by linear interpolation of the interpolation points. We assume that (i) at initial time the agents have an estimate of the boundary, (ii) each agent is equipped with a limited-footprint camera-like sensor and with algorithms to locally estimate the tangent and curvature of the boundary, and (iii) the agents exchange information through a ring-topology communication network. An example scenario for these assumptions is a situation where a group of Unmanned Air Vehicles (UAVs) with an on-board camera are tasked to reconstruct the boundary of an oil spill or of a
forest fire.

### 3.1 Approximation theory for convex bodies

In this section we review some known useful results from the literature on approximation of strictly convex bodies; e.g., see the extensive survey [13]. In the standard literature on convex bodies approximations, the symmetric difference $\delta^{S}$ between two compact, and strictly convex bodies $C, B \in \mathbb{R}^{d}$ is defined by $\delta^{S}(C, B)=\mu(C \cup B)-\mu(C \cap B)$, where $\mu$ is the Lebesgue measure on $\mathbb{R}^{d}$. If $Q$ is the body to be approximated by an inscribed $n$-vertices polygon $P_{n}$, then $\delta^{S}\left(Q, P_{n}\right)=\mu(Q)-\mu\left(P_{n}\right)$. Let $\partial Q$ be the boundary of $Q, \ell$ be the arc length along $\partial Q$, and $\theta$ be the angular position in a polar variable parameterization of $\partial Q$. Let $\rho$ and $\kappa=\rho^{-1}$ be the curvature radius and curvature of the boundary, respectively. For $n$ sufficiently large, McLure and Vitale [29] show that

$$
\delta^{S}\left(Q, P_{n}^{*}\right) \approx \frac{1}{12 n^{2}}\left(\int_{0}^{2 \pi} \rho(\theta)^{2 / 3} d \theta\right)^{3}=\frac{1}{12 n^{2}}\left(\int_{\partial Q} \kappa(\ell)^{1 / 3} d \ell\right)^{3}
$$

where $P_{n}^{*}$ is the best approximating polygon with $n$ vertices inscribed in $Q$. To construct the best approximating polygon $P_{n}^{*}$ for a strictly convex body McLure and Vitale in [29] suggest the method of empirical distributions. According to this method, the positions $\theta_{i}, i \in\{1, \ldots, n\}$, of the vertices along $\partial Q$ have the property that $D^{S}(i)=\int_{\theta_{i}}^{\theta_{i+1}} \rho(\theta)^{2 / 3} d \theta$ has the same value for every consecutive pair of vertices $(i, i+1)$. (Here and in what follows, we adopt the convention that $n+1=1$.) Interpolating polygons computed according to the method of empirical distributions converge to $P_{n}^{*}$ as $n \rightarrow+\infty$.

For smooth nonconvex bodies with a finite number of inflection points, the
method of empirical distributions will also yield a nearly optimal distribution as $n \rightarrow+\infty$ because of the local convexity of the body away from inflection points. We show how to do this in what follows. Since the curvature radius may be unbounded at some point of a nonconvex boundary, the integral $D^{S}(i)$ may be unbounded for some $i$. We avoid this problem by considering the following general notion of distance along a boundary. For $\lambda \in[0,1]$, we define the pseudo-distance $D_{\lambda}$ between vertices $(i, i+1)$ by:

$$
D_{\lambda}(i)=\lambda \int_{\ell_{i}}^{\ell_{i+1}} \kappa(\ell)^{1 / 3} d \ell+(1-\lambda)\left(\ell_{i+1}-\ell_{i}\right) .
$$

This definition is inspired by the fact that, for convex bodies, we have $\int_{0}^{2 \pi} \rho(\theta)^{\alpha}=$ $\int_{\partial Q} \kappa(\ell)^{1-\alpha} d \ell$ for $\alpha>0$, see [13]. Introducing the convex combination with arc length, we guarantee that $D_{\lambda}(i)$ is nonzero whenever the vertices $i$ and $i+1$ do not coincide. Note that changing the value of the parameter $\lambda$ has less noticeable impact in arcs of the boundary with high curvature and more in the arcs with low curvature. In what follows we develop a version of the method of empirical distributions in which consecutive vertices are uniformly distributed according to the pseudo-distance $D_{\lambda}$.

### 3.2 Boundary estimation and agent pursuit algorithm

In this section we propose and analyze an algorithm that leads a group of $n_{\mathrm{a}}$ agents to compute and constantly update an estimate of a slowly moving boundary. The estimate is computed in the form of an interpolating polygon; the algorithm aims to place the interpolation points so that they are uniformly
distributed according to the pseudo-distance $D_{\lambda}$ introduced in the previous section. As discussed in the Introduction, we assume that (i) at initial time the agents have an estimate of the boundary, (ii) each agent can locally estimate the tangent and curvature of the boundary, and (iii) the agents are able to exchange information according to a ring-topology communication service.

We let $\left\{P_{i}\right\}_{i \in\left\{1, \ldots, n_{a}\right\}}$ be the positions of the mobile agents and we let $\left\{p_{\alpha}\right\}_{\alpha \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}}$ be the vertices of the interpolating polygon; in a practical implementation, we assume that each agent maintains a copy of these virtual positions. Relying upon the initial estimate of the boundary, we make the following additional assumptions: at time $t=0$, the agents have reached a point of $\partial Q$ and the interpolation points are distributed (possibly nonuniformly) on the estimated boundary. We assume that both the interpolation points and the agents are ordered counterclockwise, and that the agents move counterclockwise along the boundary with speed $v_{i}$, see Figure 3.1.


Figure 3.1. In the figure the solid line is the boundary $\partial Q$, the triangles are the agents, the circles are the interpolation points, and the dotted line is the approximating polygon defined by the interpolation points.

The agents have two objectives: (i) update the interpolation points such
that they are uniformly distributed along $\partial Q$ according to the estimated pseudodistance $\widehat{D}_{\lambda}$, (ii) move along the boundary equally distributed according to arc length distance. To achieve these two objectives we propose the novel

Estimate Update and Pursuit Algorithm that can be summarized as follows.

Every agent moves counterclockwise along the time-varying $\partial Q$ and collects estimates of the curve $\partial Q$ and of its tangent and curvature. Using these estimates, the agent completes the following four actions: First, each agent updates the positions of the interpolation points so that they take value in $\partial Q$. In other words, as sufficient information is available, each interpolation point $p_{\alpha}, \alpha \in\left\{1, \ldots, n_{\text {ip }}\right\}$, is projected onto the measured boundary. Second, after an interpolation point $p_{\alpha}$ has been projected, the agent collects sufficient information so that it can locally optimize its position along the estimate of $\partial Q$. Third, every agent estimates the arc length distance between itself and its immediate clockwise and counterclockwise neighbors and uses this information to speed up or slow down. Fourth and last, the updated interpolation point $p_{\alpha}$ is transmitted to appropriate neighboring agents.

The first two steps have the combined effect of updating the local estimates of the boundary. The third step has the effect of distributing the agents uniformly along the boundary. The fourth step has the effect of maintaining correct distributed information about the boundary estimate.

### 3.2.1 Algorithm description

In this section we present the Estimate Update and Pursuit Algorithm in some detail and we analyze its stability. We begin by introducing some basic geometric notions about curves and making some smoothness assumptions. In what follows, we let $\|v\|$ be the Euclidean norm of $v \in \mathbb{R}^{n}, \overline{\mathbb{R}}_{+}$be the set of
nonnegative real numbers, and $\mathbb{N}_{0}$ be the set of nonnegative integers. Let $\partial Q$ be the boundary of a simply connected, and possibly nonconvex set $Q$ in $\mathbb{R}^{2}$. Let $\gamma: \overline{\mathbb{R}}_{+} \times[0,1] \rightarrow \mathbb{R}^{2}$ be a parametric representation of the time-varying boundary so that, at fixed $t \in \overline{\mathbb{R}}_{+}$and for all $s \in[0,1], \gamma(t, s)$ describes the boundary $\partial Q(t)$. We assume that $\frac{\partial \gamma(t, s)}{\partial s}=\gamma^{\prime}(t, s) \neq 0$ for all $s \in[0,1]$ and for all $t$, that $\gamma(t, 0)=\gamma(t, 1)$, and that $s$ increases as we traverse the curve in the counterclockwise direction. We also assume that $\gamma(t, s)$ is smooth with respect to $s$ and $t$ and that the length of the boundary $\partial Q$ is upper and lower bounded uniformly in $t$. The curvature $\kappa:[0,1] \rightarrow \overline{\mathbb{R}}_{+}$of the curve $\gamma$ is defined by $\kappa(s)=\frac{\left\|\gamma^{\prime}(s) \times \gamma^{\prime \prime}(s)\right\|}{\left\|\gamma^{\prime}(s)\right\|^{3}}$.

Now, we can begin our detailed description of our algorithm; we begin with the data structure. Each agent $i$ maintains the following the following variables in its memory.

Variable \#1: a counter Now taking values in $\left\{1, \ldots, n_{\text {ip }}\right\}$, when necessary we will use $\mathrm{NOW}^{i}$ to indicate the value of the counter NOW for agent $i$;

Variable \#2: a buffer BUFFERARC containing a collection of triplets $\left\{o_{j}, \widehat{\gamma^{\prime}}\left(o_{j}\right), \widehat{\kappa}\left(o_{j}\right)\right\}$, where $o_{j}$ is a point on $\partial Q, \widehat{\gamma^{\prime}}\left(o_{j}\right)$ and $\widehat{\kappa}\left(o_{j}\right)$ are tangent vector and curvature at the point $o_{j}$, respectively, and $j$ takes value in an index set $\left\{1, \ldots, n_{o}\right\}$. It is also convenient to let $\mathcal{O}=\left\{o_{j}\right\}_{j \in\left\{1, \ldots, n_{o}\right\}}$;

Variable \#3: a boundary estimate given by interpolation points $p_{1}, \ldots, p_{\mathrm{ip}}$, tangent vectors at interpolation points $\gamma_{1}^{\prime}, \ldots, \gamma_{\text {ip }}^{\prime}$, and pairwise pseudodistance between interpolation points $\widehat{D}_{\lambda}\left(p_{\alpha}, p_{\alpha+1}\right), \alpha \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}$.

These variables are initialized as follows: Now is set equal to the index of the
interpolation point that is immediately counterclockwise from $P_{i}(0)$, BUFFERARC is empty, and the boundary estimate is given by assumption.

Remark 3.1 (Interpretation) The positions $\mathcal{O}$ are points that an individual agent has recently visited while moving along $\partial Q$ and are an arbitrarily accurate discretization of a portion of $\partial Q$; these points reside in the memory of every individual agent. On the contrary, the interpolation points $p_{1}, \ldots, p_{i p}$ are a coarser discretization of a portion of $\partial Q$ and are communicated among agents. The idea is that the agent moves and gathers sufficient information to update the interpolation point $p_{\text {Now }}$ with the set of observations in BUFFERARC, that is, to project $p_{\text {Now }}$ onto the discretized representation BUFFERARC of $\partial Q(t)$.

Let us illustrate the meaning of the variables in Figure 3.2. The curve of points represents the approximation BUFFERARC of $\partial Q$ as seen by agent $i$, while the solid line represents $\partial Q$ as known through the interpolation points $p_{1}, \ldots, p_{\text {ip }}$ and the tangent vectors $\gamma_{1}^{\prime}, \ldots, \gamma_{\text {ip }}^{\prime}$ before any update takes place. The agent is represented by a triangle. The white circles are the interpolation points before the update, and the black circles represent the interpolation points after the update; the white arrows denote the projection of the interpolation points onto the recently measured boundary and the black arrow denotes the locally optimal repositioning of the interpolation points.


Figure 3.2. Mobile agent moving along boundary, projecting (white arrow) and locally updating (black arrow) interpolation points.

In what follows, we need to provide rules to perform the various data management tasks:

Rule \#1: how to maintain the data in BUFFERARC, i.e., how long should the buffer be;

Rule \#2: when and how to project onto $\partial Q$ the next outstanding interpolation point $p_{\text {Now }}$;

Rule \#3: when and how to locally optimize the updated interpolation point $p_{\text {Now }-1}$; and

Rule \#4: when and what to communication and to whom.

Rule \#1: If agent $i$ is in the process of projecting interpolation point $p_{\text {Now }}$, then BUFFERARC must contain information about $\partial Q$ starting from interpolation point $p_{\text {Now-2 }}$ up to the agent position.

Rule \#2: In most cases, the projection takes place when the agent crosses the line $\ell_{\text {Now }}$ that passes through $p_{\text {Now }}^{-}$and is perpendicular to $\widehat{\gamma^{\prime}}\left(p_{\text {Now }}^{-}\right)$. To be specific, $p_{\text {Now }}^{-}$denotes the interpolation point about to be updated, and $\widehat{\gamma^{\prime}}\left(p_{\text {Now }}^{-}\right)$ denotes the corresponding tangent vector. We can therefore define $p_{\text {Now }}^{+}$to be
the point where the mobile agent trajectory $P_{i}(t)$ crosses $\ell_{\text {Now }}$, and $\widehat{\gamma^{\prime}}\left(p_{\text {Now }}^{+}\right)$to be the tangent to $\partial Q$ at $p_{\text {Now }}^{+}$. This is indeed the correct definition if the agent does cross this $\ell_{\text {now }}$. This projection operation is illustrated in Figure 3.3.


Figure 3.3. Mobile agent projecting interpolation point onto the observed boundary

We therefore amend the algorithm to act as follows. If sufficient time has elapsed without the agent crossing $\ell_{\text {Now }}$, e.g., if no crossing has happened at time $t$ such that $\widehat{D}_{\lambda}\left(p_{\text {Now }-1}, P(t)\right)=2 \widehat{D}_{\lambda}\left(p_{\text {Now }-1}^{-}, p_{\text {Now }}^{-}\right)$, then $p_{\text {Now }}^{+}$is set equal to the point on $\mathcal{O}$ that is closest to $p_{\text {Now }}^{-}$. The corresponding definition is also employed for $\widehat{\gamma^{\prime}}\left(p_{\text {Now }}^{+}\right)$. In both cases, this projection is well defined and has the following properties. If $\partial Q$ is time-invariant, then $p_{\text {Now }}^{-}=p_{\text {Now }}^{+}$, if $\partial Q$ is slowly time-varying, then $p_{\text {Now }}^{+}$is close to the orthogonal projection of $p_{\text {Now }}^{-}$onto $\partial Q$.

Rule \#3: The local optimization of $p_{\text {Now }-1}$ takes place immediately after the update of $p_{\text {Now }}$. Using the data in BUFFERARC, the agent computes the Voronoi cell inside $\mathcal{O}$ of the interpolation point $p_{\text {Now }-1}$ and moves $p_{\text {Now }-1}$ to the center of this cell. This operation is illustrated in Figure 3.4.


Figure 3.4. Mobile agent locally optimizing interpolation point $p_{\text {Now }-1}$ along the observed boundary, after projecting $p_{\text {Now }}$

To describe this local optimization accurately, let us introduce some notation. The Voronoi cell $\left\{o_{\ell}, \ldots, o_{u}\right\} \subset \mathcal{O}$ of the interpolation point $p_{\text {Now }-1}$ is defined implicitly by

$$
\begin{aligned}
& \widehat{D}_{\lambda}\left(p_{\text {Now }-2}, o_{\ell}\right)=\widehat{D}_{\lambda}\left(o_{\ell}, p_{\text {Now }-1}\right)=\frac{\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)}{2} \\
& \widehat{D}_{\lambda}\left(p_{\text {Now }-1}, o_{u}\right)=\widehat{D}_{\lambda}\left(o_{u}, p_{\text {Now }}^{+}\right)=\frac{\widehat{D}_{\lambda}\left(p_{\text {Now }-1}, p_{\text {Now }}^{+}\right)}{2}
\end{aligned}
$$

In other words, the point $o_{\ell}$ is the midpoint between $p_{\text {Now }-2}$ and $p_{\text {Now }-1}$, while $o_{u}$ is the midpoint between $p_{\text {Now }-1}$ and $p_{\text {NOw }}^{+}$after the latter was projected on $\partial Q$. We now implicitly define the center $o_{k} \in \mathcal{O}$ of the Voronoi cell by

$$
\begin{equation*}
\widehat{D}_{\lambda}\left(o_{\ell}, o_{k}\right)=\widehat{D}_{\lambda}\left(o_{k}, o_{u}\right)=\frac{\widehat{D}_{\lambda}\left(p_{\mathrm{Now}-2}, p_{\mathrm{Now}-1}\right)+\widehat{D}_{\lambda}\left(p_{\mathrm{Now}-1}, p_{\mathrm{Now}}^{+}\right)}{4} \tag{3.1}
\end{equation*}
$$

Thus, the new position of $p_{\text {Now }-1}$ is $p_{\text {Now }-1}^{+}=o_{k}$.
As a consequence $\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)$ and $\widehat{D}_{\lambda}\left(p_{\text {Now }-1}, p_{\text {Now }}\right)$ have changed, but we can easily calculate their new values:

$$
\begin{aligned}
& \widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}^{+}\right)=\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, o_{\ell}\right)+\widehat{D}_{\lambda}\left(o_{\ell}, p_{\text {Now }-1}^{+}\right) \\
& \quad=\frac{\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)}{2}+\frac{\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)+\widehat{D}_{\lambda}\left(p_{\text {Now }-1}, p_{\text {Now }}^{+}\right)}{4}
\end{aligned}
$$

similarly, the new value for $\widehat{D}_{\lambda}\left(p_{\text {Now }-1}^{+}, p_{\text {Now }}\right)$ can be calculated.

Rule \#4: Transmission rule: after locally optimizing the position of the interpolation point $p_{\text {Now }-1}$ and updating the corresponding data $\widehat{\gamma^{\prime}}\left(p_{\text {Now }-1}\right)$ and $\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)$, agent $i$ transmits this information to agent $i-1$. We assume the transmission is reliable. After this local optimization is performed, the counter NOW is updated to NOW +1 and Rule $\# 1$ is applied again, i.e., the buffer BUFFERARC is updated by dropping all observations $o_{j}$ between $p_{\text {Now-2 }}$ and $p_{\text {Now }-1}$.

Remark 3.2 (Synchronization assumption) We assume that when agent $i$ is relocating and transmitting information about $p_{\text {Now }-1}$ agent $(i-1)$ has not yet projected NOW -2 . If this assumption does not hold, i.e., if agent $i-1$ is ready to apply Rule \#2 before agent $i$ has applied Rule \#4, then agent $i-1$ will have to keep collecting data in its buffer BUFFERARC until agent $i$ transmits the new position of $p_{\text {Now }-1}$.

Remark 3.3 (Extensions) In the interest of simplicity, we have omitted two possible generalization that might be useful in practice. First, each agent does not need to know all interpolation points; it would suffice for it to know only the interpolation points located ahead of its position and before the position of the preceding agent. Second, each agent could locally optimize not only a single interpolation point, but it could store a longer buffer and locally optimize arrays of interpolation points.

This completes our description of the estimate update algorithm and we now focus on the pursuit objective. To uniformly distribute the agents along the boundary $\partial Q$ according to arc length, we use the following update law for their
velocities:

$$
v_{i}(t)=v_{0}+k_{\text {prop }}\left(\widehat{L}\left(P_{i}, P_{i+1}\right)-\widehat{L}\left(P_{i-1}, P_{i}\right)\right)
$$

with $k_{\text {prop }}, v_{0}>0$ and $\widehat{L}\left(P_{n}, P_{m}\right)=\sum_{\alpha=\text { Now }^{n}+1}^{\text {Now }^{m}}\left(\left\|p_{\alpha-1}-p_{\alpha}\right\|\right)$, for all $n, m \in$ $\left\{1, \ldots, n_{\mathrm{a}}\right\}$. Here, recall that $p_{\text {Now }^{n}}, p_{\text {Now }^{n+1}}, \ldots, p_{\text {Now }^{m}}$ are the interpolation points separating agent $n$ and agent $m$, with $n<m$, and therefore $\widehat{L}$ is the estimated arc length of the portion of $\partial Q$ that has to be traversed to go from the agent $n$ to the agent $m$. The agents have only local information of $\partial Q$ but still they have to estimate the distance, along $\partial Q$, from their clockwise and counterclockwise neighbors in order to calculate their speed. The estimate $\widehat{L}\left(P_{n}, P_{m}\right)$ is obtained from the approximating polygon formed by the interpolation points. In practice, any agent will speed up if it is closer to the agent behind it, and slow down if closer to the agent in front of it. With a saturation-like function: $\operatorname{sat}\left(v_{i}(t)\right)=\max \left\{v_{\min }, \min \left\{v_{i}(t), v_{\max }\right\}\right\}$, we additionally impose that $0<v_{\text {min }} \leq v_{i}(t) \leq v_{\text {max }}$ for all $t$.

Remark 3.4 (Partial knowledge) The pursuit objective of the proposed algorithm requires more knowledge than the boundary estimation objective. In fact, to calculate $v_{i}(t)$, agent $i$ needs to know the position not only of all the interpolation points between itself and $P_{i+1}$, but also of the ones between itself and $P_{i-1}$. Therefore, in addition to the data transmitted according to Rule \#4, we require that agent $i$ transmits $p_{\text {Now }}^{+}$and $p_{\text {Now }+1}$ to $i-1$ and the counter NOW +1 to $i+1$.

Now we summarize the discussion in this section with a pseudo-code description of the algorithm in Table 3.1.

### 3.2.2 Algorithm analysis

Some steps of the algorithm are affected by noise and error: (i) $\widehat{\gamma^{\prime}}$ and $\widehat{\kappa}$ are only estimate of the true values, (ii) $\widehat{L}$ is an approximation of $L$, (iii) the set $\mathcal{O}$ is a discretization of the subset of $\partial Q$ that agent $i$ is visiting, therefore, the center of the Voronoi cell of the interpolation point $p_{\text {Now }^{i}-1}$ might not be calculated exactly. Let $\widehat{\mathbf{D}}(t)$ and $\mathbf{L}(t)$ be the column vectors:

$$
\begin{gathered}
\widehat{\mathbf{D}}(t)=\left[\widehat{D}_{\lambda}\left(p_{1}(t), p_{2}(t)\right), \ldots, \widehat{D}_{\lambda}\left(p_{n_{\mathrm{ip}}-1}(t), p_{n_{\mathrm{ip}}}(t)\right), \widehat{D}_{\lambda}\left(p_{n_{\mathrm{ip}}}(t), p_{1}(t)\right)\right]^{T}, \\
\mathbf{L}(t)=\left[L\left(P_{1}(t), P_{2}(t)\right), \ldots, L\left(P_{n_{a}-1}(t), P_{n_{a}}(t)\right), L\left(P_{n_{a}}(t), P_{1}(t)\right)\right]^{T} .
\end{gathered}
$$

Consider now the disagreement vectors $\mathbf{d}(t)$ and $\delta \mathbf{L}(t)$ defined by:

$$
\begin{align*}
\mathbf{d}(t) & =\widehat{\mathbf{D}}_{\lambda}(t)-\frac{\mathbf{1}^{T} \widehat{\mathbf{D}}_{\lambda}(t)}{n_{\mathrm{ip}}} \mathbf{1}  \tag{3.2}\\
\delta \mathbf{L}(t) & =\mathbf{L}(t)-\frac{\mathbf{1}^{T} \mathbf{L}(t)}{n_{\mathrm{a}}} \mathbf{1} \tag{3.3}
\end{align*}
$$

Note that they are orthogonal to the vector 1, i.e., the column vector in $\mathbb{R}^{n}$ with all entries equal to 1 .

We now establish that the dynamics of $\mathbf{d}$ and $\delta \mathbf{L}$ are input-to-state stable (ISS) where the inputs are the errors and noises above discussed. Because of the ISS property we can conclude that, if the errors are bounded, then the states $\mathbf{d}$ and $\delta \mathbf{L}$ are within a bounded distance from the origin.

Theorem 3.1 (ISS of the dynamics of the interp. points distances) If the boundary is slowly time-varying and if $t \mapsto L(\partial Q(t))$ is upper and lower bounded uniformly in $t$, then, under the Estimate Update and Pursuit Algorithm, there exists a sequence of instants $\tau_{k}$, for $k \in \mathbb{N}_{0}$, and a sequence of ergodic and doubly stochastic matrices $\mathcal{A}(k)$, for $k \in \mathbb{N}_{0}$, such that

$$
\mathbf{d}\left(\tau_{k+1}\right)=\mathcal{A}(k) \mathbf{d}\left(\tau_{k}\right)+\delta \mathbf{u}\left(\tau_{k}\right), \quad k \in \mathbb{N}_{0}
$$

where $\delta \mathbf{u}\left(\tau_{k}\right)=\mathbf{u}\left(\tau_{k}\right)-\frac{\mathbf{1}^{T} \mathbf{u}\left(\tau_{k}\right)}{n_{i p}} \mathbf{1}$, and $\mathbf{u}\left(\tau_{k}\right)$ is a bounded vector taking into account the effect of the estimation errors and of the boundary deformation during the interval $\left[\tau_{k}, \tau_{k+1}\right]$. Furthermore, the dynamics of $\mathbf{d}$ are input-to-state stable with input $\delta \mathbf{u}$.

Proof. In what follows we identify $\tau_{0} \equiv 0$ and $\tau_{k} \equiv k$. Let us suppose that $\partial Q(t)$ is time-invariant, and that $\mathcal{O}$ is a continuous (and not discrete) representation of $\partial Q$, i.e., $\mathbf{u}(k)=\mathbf{0}$ for all $k \in \mathbb{N}_{0}$. Then, because of Rule $\# 2, p_{\text {Now }}$ is projected onto itself and, because of Rule $\# 3, p_{\text {Now }-1}$ is moved exactly to the center if its Voronoi cell. Suppose that an agent has passed by the point $p_{\text {Now }}$, and then it can optimally place $p_{\text {Now }-1}$. As a consequence, the pseudo-distances $\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)$ and $\widehat{D}_{\lambda}\left(p_{\text {Now }-1}, p_{\text {Now }}\right)$ will take new values that can be expressed as follows, (recall Figure 3.4):

$$
\begin{aligned}
\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)^{+} & =\frac{3}{4} \widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)+\frac{1}{4} \widehat{D}_{\lambda}\left(p_{\text {NOW }-1}, p_{\text {Now }}\right), \\
\widehat{D}_{\lambda}\left(p_{\text {Now }-1}, p_{\text {Now }}\right)^{+} & =\frac{1}{4} \widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}\right)+\frac{3}{4} \widehat{D}_{\lambda}\left(p_{\text {NOW }-1}, p_{\text {Now }}\right),
\end{aligned}
$$

where the superscript + indicates the new values of the pseudo-distances after $p_{\text {Now }-1}$ has been optimally placed. For $\alpha \in\left\{1, \ldots, n_{\text {ip }}\right\}$, define the doubly stochastic matrix $A_{\alpha} \in \mathbb{R}^{n_{\mathrm{ip}} \times n_{\mathrm{ip}}}$ by

$$
\left(A_{\alpha}\right)_{j h}= \begin{cases}3 / 4, & \text { if } j=h=\alpha, \text { or } j=h=\alpha-1, \\ 1 / 4, & \text { if } j=\alpha-1 \text { and } h=\alpha, \text { or if } j=\alpha, \text { and } h=\alpha-1, \\ \delta_{j h}, & \text { otherwise. }\end{cases}
$$

Therefore, $A_{\alpha}$, for $\alpha \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}$, are the matrices determining the dynamic system $\widehat{\mathbf{D}}_{\lambda}\left(t_{2}\right)=A_{\alpha} \widehat{\mathbf{D}}_{\lambda}\left(t_{1}\right)$, where $t_{2}>t_{1}$ is the time when the interpolation point $\alpha$ is moved by an agent to its new Voronoi center and where we are assuming that between $t_{1}$ and $t_{2}$ no other interpolation point has been moved. If at the
same instant more interpolation points are relocated, then the matrix describing the dynamics is the product of all the $A_{\alpha}$ that correspond to the relocated interpolation points. The order of the matrix multiplication is irrelevant as one can show that these matrices commute. Let us now derive the dynamics of $\widehat{\mathbf{D}}_{\lambda}$ when $\partial Q$ is slowly time-varying, while $\mathcal{O}$ is still a continuous representation of $\partial Q$. By assumption $\gamma(t, s)$ is smooth in both its arguments and, as argued above, the projection of the interpolation points is well defined and unique.

Let $t_{\alpha}^{k+1}$ be the $k+1$-th time that $p_{\alpha}$ is optimally placed by an agent. Before optimally placing $p_{\alpha}$, the agent will project $p_{\alpha+1}$. It can be proved that right before placing $p_{\alpha}$, because the boundary has changed, the pseudodistance $\widehat{D}_{\lambda}\left(p_{\alpha}, p_{\alpha+1}, t_{\alpha}^{k+1}\right)$ will differ from $\widehat{D}_{\lambda}\left(p_{\alpha}, p_{\alpha+1}, t_{\alpha+1}^{k}\right)^{+}$by some noise $g\left(t_{\alpha}^{k+1}-t_{\alpha+1}^{k}\right)$ which is a continuous function of $t_{\alpha}^{k+1}-t_{\alpha+1}^{k}$ and $g(0)=0$. With $\widehat{D}_{\lambda}\left(p_{\alpha}, p_{\alpha+1}, t_{\alpha+1}^{k}\right)^{+}$we denote the pseudo-distance between $p_{\alpha}$ and $p_{\alpha+1}$ right after $p_{\alpha+1}$ has been optimally placed for the $k$ th time. Therefore, the system is evolving according to a dynamical system of the form:

$$
\begin{equation*}
\widehat{\mathbf{D}}_{\lambda}\left(p_{\alpha}, p_{\alpha+1}, t_{\alpha}^{k+1}\right)^{+}=A_{\alpha}\left(\widehat{\mathbf{D}}_{\lambda}\left(p_{\alpha}, p_{\alpha+1}, t_{\alpha+1}^{k}\right)+\mathbf{e}_{\alpha+1} g\left(t_{\alpha}^{k+1}-t_{\alpha+1}^{k}\right)\right) \tag{3.4}
\end{equation*}
$$

where $\mathbf{e}_{\alpha}$ is the column vector with null entries but the $\alpha$-th component that is equal to 1 , and the subscript ${ }^{+}$indicates that the interpolation point $p_{\alpha}$ has just been optimally placed. Let $\Delta T=\sup _{t \in \overline{\mathbb{R}}_{+}} \frac{L(\partial Q(t))}{v_{\text {min }}}$. Note that $\Delta T<+\infty$ since by assumption the length of the boundary $\partial Q(t)$ is uniformly upperbounded. This means that at most after $\Delta T$ any interpolation point is updated at least once. Any time that an agent updates any interpolation point $p_{\alpha}$ the vector $\widehat{\mathbf{D}}_{\lambda}$ evolves according to (3.4), where $t_{\alpha}^{k+1}-t_{\alpha+1}^{k}$ is upperbounded by $\Delta T$. Because $\Delta T$ is finite, there exists a sequence of instants $\tau_{k}$, with $k \in \mathbb{N}_{0}$, such that across the interval $\left[\tau_{k}, \tau_{k+1}\right]$ every interpolation point has been updated at least once by an
agent, and:

$$
\begin{equation*}
\widehat{\mathbf{D}}_{\lambda}(k+1)=\mathcal{A}(k) \widehat{\mathbf{D}}_{\lambda}(k)+\mathbf{u}(k), \quad k \in \mathbb{N}_{0} . \tag{3.5}
\end{equation*}
$$

The matrix $\mathcal{A}(k)$ is the product of a finite number $M(k)$ of matrices $A_{\alpha}$, i.e., $\mathcal{A}(k)=\Pi_{\beta=1}^{M(k)} A_{\alpha_{\beta}}, \alpha_{\beta} \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}$. The value of the index $\alpha_{\beta}$ depends on the order in which the interpolation points are updated. It is easy to see that $n_{\text {ip }} \leq$ $M(k) \leq n_{\mathrm{a}} n_{\mathrm{ip}}$. Note that $\mathcal{A}(k)$ is doubly stochastic because it is the product of doubly stochastic matrices. Since across the interval $\left[\tau_{k}, \tau_{k+1}\right]$ every interpolation point has been updated at least once by an agent, the graph associated with $\mathcal{A}(k)$ is connected and therefore $\mathcal{A}(k)$ is ergodic (see [12]). Furthermore, $\sup \left(\tau_{k+1}-\right.$ $\left.\tau_{k}\right) \leq \Delta T<+\infty$, and (by [30]) we claim that, if $\mathbf{u}(k) \equiv 0$, then $\widehat{\mathbf{D}}_{\lambda}(k)$ converges exponentially fast to $\frac{\mathbf{1}^{T} \widehat{\mathbf{D}}_{\lambda}(k)}{n_{\mathrm{ip}}} \mathbf{1}$ (see Remark 4.1 in Section 4.3). Consider now the disagreement vector $\mathbf{d}(k)$ defined in (3.2). Recalling (3.5), and that $\mathcal{A}(k)$ is doubly stochastic, we can derive the update law of the disagreement $\mathbf{d}(k)$ :

$$
\begin{equation*}
\mathbf{d}(k+1)=\mathcal{A}(k) \mathbf{d}(k)+\delta \mathbf{u}(k), \quad k \in \mathbb{N}_{0} \tag{3.6}
\end{equation*}
$$

where $\delta \mathbf{u}(k)=\mathbf{u}(k)-\frac{\mathbf{1}^{T} \mathbf{u}(k)}{n_{\mathrm{ip}}} \mathbf{1}$. Given the properties of the matrix $\mathcal{A}(k)$, the origin of the unforced system (3.6) is exponentially stable. Since the input $\delta \mathbf{u}$ enters linearly, we conclude that the system is input-to-state stable ([23]). This implies that $\widehat{\mathbf{D}}_{\lambda}$ will asymptotically reach a ball centered at $\frac{\mathbf{1}^{T} \widehat{\mathbf{D}}_{\lambda}(k)}{n_{\mathrm{ip}}} \mathbf{1}$ (the equilibrium of the unforced system) and with radius that is a $\mathcal{K}$-function of the input, see [23] and 4.1. This also holds if we now relax the assumption that no errors affect the calculation of the Voronoi centers, because this error enters linearly in the system (3.6).

Theorem 3.2 (ISS of the dynamics of the inter-agent distances) If the boundary is slowly time-varying and if $t \mapsto L(\partial Q(t))$ is upper and lower bounded
uniformly in $t$, then, under the Estimate Update and Pursuit Algorithm,

$$
\delta \dot{\mathbf{L}}(t)=k_{\text {prop }} A\left(c_{1}(t), \ldots, c_{n_{a}}(t)\right)\left(\delta \mathbf{L}(t)+\delta \mathbf{w}_{1}(t)\right)+\delta \mathbf{w}_{2}(t)
$$

where $\delta \mathbf{w}_{1}(t)=\mathbf{w}_{1}(t)-\frac{\mathbf{1}^{T} \mathbf{w}_{1}(t)}{n_{a}} \mathbf{1}, \delta \mathbf{w}_{2}(t)=\mathbf{w}_{2}(t)-\frac{\mathbf{1}^{T} \mathbf{w}_{2}(t)}{n_{a}} \mathbf{1}$, and

$$
\left(A\left(c_{1}(t), \ldots, c_{n_{a}}(t)\right)\right)_{j h}= \begin{cases}-c_{i}(t)-c_{i+1}(t) & \text { if } j=h=i, \\ c_{i+1}(t) & \text { if } j=i \text { and } h=i+1, \\ c_{i}(t) & \text { if } j=i \text { and } h=i-1, \\ 0 & \text { otherwise. }\end{cases}
$$

with $c_{i}(t) \in[\beta(t), 1]$ for all $i \in\left\{1, \ldots, n_{a}\right\}$, and $\beta(t)=\frac{\min \left\{v_{\max }-v_{0}, v_{0}-v_{\min }\right\}}{k_{\text {prop }} L(\partial Q(t))}$. The variable $\mathbf{w}_{2}(t) \in \mathbb{R}^{n_{a} \times 1}$ expresses the change in the arc length distance between any two consecutive agents due to the deformation of $\partial Q(t)$, while $\mathbf{w}_{1}(t)=\mathbf{L}(t)-$ $\widehat{\mathbf{L}}(t) \in \mathbb{R}^{n_{a} \times 1}$ is the error due to the fact that the agents do not know exactly $\mathbf{L}$, the arc length distance between them and their neighbors, but only an estimate through the interpolation points $\widehat{\mathbf{L}}$. Furthermore, the dynamics of $\delta \mathbf{L}$ is input-tostate stable with $t \mapsto \delta \mathbf{w}_{1}(t)$ and $t \mapsto \delta \mathbf{w}_{2}(t)$ as inputs.

Proof. Let us suppose that the $\partial Q(t)$ is time-invariant and that the agents can actually compute without error the arc length distance between them and their clockwise and counterclockwise neighbors, i.e., $\mathbf{w}_{1}(t)=\mathbf{w}_{2}(t)=\mathbf{0}$ for all $t \geq 0$. The dynamics for $\mathbf{L}(t)$ can be written as $\dot{L}\left(P_{i}(t), P_{i+1}(t)\right)=v_{i+1}-$ $v_{i}$, where $v_{i+1}=\operatorname{sat}\left(v_{0}+k_{\text {prop }}\left(L\left(P_{i+1}, P_{i+2}\right)-L\left(P_{i}, P_{i+1}\right)\right)\right)$ and $v_{i}=\operatorname{sat}\left(v_{0}+\right.$ $\left.k_{\text {prop }}\left(L\left(P_{i}, P_{i+1}\right)-L\left(P_{i-1}, P_{i}\right)\right)\right)$. Therefore, if the saturation on the speeds is not active, we have:

$$
\dot{L}\left(P_{i}(t), P_{i+1}(t)\right)=k_{\text {prop }}\left(L\left(P_{i+1}, P_{i+2}\right)-2 L\left(P_{i}, P_{i+1}\right)+L\left(P_{i-1}, P_{i}\right)\right)
$$

which in matrix form becomes:

$$
\dot{\mathbf{L}}(t)=k_{\text {prop }}\left[\begin{array}{ccccc}
-2 & 1 & 0 & \ldots & 1 \\
1 & -2 & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 1 & -2 & 1 \\
1 & 0 & \ldots & 1 & -2
\end{array}\right] \mathbf{L}(t)=k_{\text {prop }} A_{L} \mathbf{L}(t)
$$

If, for agent $i$, the saturation is active, then we have that $v_{i}=v_{0}+k_{i}^{\prime}\left(L\left(P_{i}, P_{i+1}\right)-L\left(P_{i-1}, P_{i}\right)\right)$, where $k_{i}^{\prime}=k_{\text {prop }} c_{i}, c_{i} \leq 1$. In other words, we can think of the saturation function as a change in the gain in the control law. If $v_{i}=v_{\text {max }}$, then

$$
\begin{aligned}
k_{i}^{\prime}=\frac{v_{\max }-v_{0}}{\left(L\left(P_{i}, P_{i+1}\right)-L\left(P_{i-1}, P_{i}\right)\right)} \geq & \frac{v_{\max }-v_{0}}{L(\partial Q(t))} \\
& \Longrightarrow c_{i}=\frac{k_{i}^{\prime}}{k_{\text {prop }}} \geq \frac{1}{k_{\text {prop }}} \frac{v_{\max }-v_{0}}{L(\partial Q(t))}>0 .
\end{aligned}
$$

If $v_{i}=v_{\text {min }}$, then

$$
\begin{aligned}
k_{i}^{\prime}=\frac{v_{0}-v_{\min }}{\left(L\left(P_{i}, P_{i+1}\right)-L\left(P_{i-1}, P_{i}\right)\right)} \geq & \frac{v_{0}-v_{\min }}{L(\partial Q(t))} \\
& \Longrightarrow c_{i}=\frac{k_{i}^{\prime}}{k_{\text {prop }}} \geq \frac{1}{k_{\text {prop }}} \frac{v_{0}-v_{\min }}{L(\partial Q(t))}>0,
\end{aligned}
$$

in any case $c_{i} \in[\beta(t), 1]$ and $\beta(t)=\frac{\min \left\{v_{\max }-v_{0}, v_{0}-v_{\min }\right\}}{k_{\operatorname{prop}} L(\partial Q(t))}$.
Clearly then, if we introduce the saturation on the speeds $v_{i}$, the dynamics of $\mathbf{L}$ becomes:

$$
\begin{equation*}
\dot{\mathbf{L}}(t)=k_{\text {prop }} A\left(c_{1}(t), \ldots, c_{n_{\mathrm{a}}}(t)\right) \mathbf{L}(t) \tag{3.7}
\end{equation*}
$$

Note that $\beta(t)$ is constant because we are still considering $\partial Q$ time-invariant. Using the properties of Metzler matrices, it can be proved (see Appendix) that the new matrices $A\left(c_{1}(t), \ldots, c_{n_{\mathrm{a}}}(t)\right)$, like $A_{L}$, are negative semidefinite. The unique zero eigenvalue is associated with the eigenvector 1.

Let us consider the disagreement $\delta \mathbf{L}$ as described by (3.3), then

$$
\begin{equation*}
\delta \dot{\mathbf{L}}(t)=k_{\text {prop }} A\left(c_{1}(t), \ldots, c_{n_{\mathrm{a}}}(t)\right) \delta \mathbf{L}(t) \tag{3.8}
\end{equation*}
$$

Let $V(\delta \mathbf{L}(t))=\delta \mathbf{L}^{T}(t) \delta \mathbf{L}(t)$ be the candidate Lyapunov function for the system (3.8), then we have that $\dot{V}(\delta \mathbf{L}(t))=2 k_{\text {prop }} \delta \mathbf{L}(t) A\left(c_{1}(t), \ldots, c_{n_{\mathrm{a}}}(t)\right) \delta \mathbf{L}(t) \leq 0$, where the equality holds only if the entries of $\delta \mathbf{L}(t)$ are all zero. Since $c_{i}$ belong to a compact set, the matrices $A\left(c_{1}(t), \ldots, c_{n_{\mathrm{a}}}(t)\right)$ belong to a compact set, and since the eigenvalues of a matrix are continuous functions of its entries (see [17]), then there exists an upperbound $-\rho<0$ for the eigenvalues that are different from zero and as a consequence $\dot{V}(\delta \mathbf{L}(t)) \leq-\rho\|\delta \mathbf{L}(t)\|^{2}$. We can then conclude that for the system (3.8) the origin is exponentially stable and therefore, for the system (3.7), the equilibrium $\frac{\mathbf{1}^{T} \mathbf{L}(t)}{n_{\mathrm{a}}} \mathbf{1}$ is exponentially stable.

Let us now assume that the boundary is slowly-varying and that instead of $L\left(P_{i}, P_{i+1}\right)$ the agents use only the approximation $\widehat{L}\left(P_{i}, P_{i+1}\right)$, i.e., $\mathbf{w}_{1}(t), \mathbf{w}_{2}(t) \neq$ $\mathbf{0}$. Then, the variation in time of the vector $\mathbf{L}(t)$ is due, not only to the fact that the agents speed up and slow down, but also to the deformation of $\partial Q$ :

$$
\dot{\mathbf{L}}(t)=k_{\text {prop }} A(t) \widehat{\mathbf{L}}(t)+\mathbf{w}_{2}(t)=k_{\text {prop }} A(t)\left(\mathbf{L}(t)+\mathbf{w}_{1}(t)\right)+\mathbf{w}_{2}(t),
$$

where $A(t)=A\left(c_{1}(t), \ldots, c_{n_{\mathrm{a}}}(t)\right), \mathbf{w}_{1}(t)=\mathbf{L}-\widehat{\mathbf{L}}$, and $\mathbf{w}_{2}(t)$ expresses the deformation of $\partial Q(t)$. In particular the $i$-th entry of $\mathbf{w}_{2}(t)$ is equal to $\frac{\partial}{\partial t} \int_{s_{i}}^{s_{i+1}}\left\|\gamma^{\prime}(s, t)\right\| d s-k_{\text {prop }} A_{i}(t)\left(\mathbf{L}(t)+\mathbf{w}_{1}(t)\right)$, where $A_{i}(t)$ is the $i$-th row of $A(t)$. Note that $c_{i}(t) \in[\beta(t), 1]$ for all $i \in\left\{1, \ldots, n_{\mathrm{a}}\right\}$, and that $\beta(t)=\frac{\min \left\{v_{\max }-v_{0}, v_{0}-v_{\min }\right\}}{k_{\operatorname{prop}} L(\partial Q(t))}$ is indeed uniformly upper bounded even when $\partial Q$ is time-varying because we assumed that $L(\partial Q(t))$ is upper and lower bounded uniformly in $t$. The vector $\mathbf{w}_{2}$ is bounded because by assumption the boudary is smooth and slowly time-varying. Using the change of variables in equation (3.3), and recalling that $A(t) \mathbf{1}=\mathbf{0}$, for
all $t$, we have:

$$
\dot{\mathbf{L}}(t)=k_{\text {prop }} A(t) \delta \mathbf{L}(t)+k_{\text {prop }} A(t) \delta \mathbf{w}_{1}(t)+\delta \mathbf{w}_{2}(t)+\frac{\mathbf{1}^{T} \mathbf{w}_{2}(t)}{n_{\mathrm{a}}} \mathbf{1},
$$

where $\delta \mathbf{w}_{2}(t)=\mathbf{w}_{2}(t)-\frac{\mathbf{1}^{T} \mathbf{w}_{2}(t)}{n_{\mathrm{a}}} \mathbf{1}$. It is easy to see that we can write $\dot{\mathbf{L}}(t)=$ $\delta \dot{\mathbf{L}}(t)+\frac{\mathbf{1}^{T} \dot{\mathbf{L}}(t)}{n_{\mathrm{a}}} \mathbf{1}$ and therefore:

$$
\delta \dot{\mathbf{L}}(t)+\frac{\mathbf{1}^{T} \dot{\mathbf{L}}(t)}{n_{\mathrm{a}}} \mathbf{1}=k_{\text {prop }} A(t) \delta \mathbf{L}(t)+k_{\text {prop }} A(t) \delta \mathbf{w}_{1}(t)+\delta \mathbf{w}_{2}(t)+\frac{\mathbf{1}^{T} \mathbf{w}_{2}(t)}{n_{\mathrm{a}}} \mathbf{1} .
$$

Since $\mathbf{1}$ is orthogonal to $\delta \mathbf{L}(t), \delta \mathbf{w}_{1}(t)$, and $\delta \mathbf{w}_{2}(t)$ we have:

$$
\begin{equation*}
\delta \dot{\mathbf{L}}(t)=k_{\text {prop }} A(t) \delta \mathbf{L}(t)+k_{\text {prop }} A(t) \delta \mathbf{w}_{1}(t)+\delta \mathbf{w}_{2}(t) \tag{3.9}
\end{equation*}
$$

The system described by equation (3.9) is input-to-state stable with inputs $\delta \mathbf{w}_{1}(t)$ and $\delta \mathbf{w}_{2}(t)$ because (i) the origin of the unforced system is exponentially stable, and (ii) the right-hand-side of (3.9) is differentiable and uniformly globally Lipschitz in $\delta \mathbf{L}, \delta \mathbf{w}_{1}(t)$ and $\delta \mathbf{w}_{2}(t)$, (see [23]).

The ISS property guarantees that if $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ are bounded, then $\mathbf{L}$ will asymptotically reach a ball centered at $\frac{\mathbf{1}^{T} \mathbf{L}(t)}{n_{\mathrm{a}}} \mathbf{1}$ (the equilibrium of the unforced system) and with radius that is a $\mathcal{K}$-function, see [23] and 4.1. The larger $n_{\text {ip }}$ is and the slower the deformation of $\partial Q$ is, then the smaller $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$ are, and the closer to $\mathbf{0}$ the disagreement $\delta \mathbf{L}$ will be asymptotically.

### 3.2.3 Simulations

In this section we present results of two different simulations obtained with the implementation of the Estimate Update and Pursuit Algorithm. In the first simulation the boundary $\partial Q$ is time invariant, while in the second is time varying.

## Time-invariant boundary

In this simulation we use $n_{\mathrm{a}}=3$ agents to have an approximation of the nonconvex boundary $\partial Q$ described by:

$$
\gamma(\theta)=(2+\cos (10 \pi \theta)+0.5 \sin (4 \pi \theta))\left[\begin{array}{c}
\cos (2 \pi \theta) \\
\sin (2 \pi \theta)
\end{array}\right]
$$

The outcome is shown in Figure 3.5. In order to calculate their speeds, the agents use $v_{0}=1$, and $k_{\text {prop }}=0.05$. The saturation function for the speed has lower limit $v_{\min }=0.5$ and upper limit $v_{\max }=2$. The number of interpolation points is $n_{\mathrm{ip}}=30$, while $\lambda=\frac{10}{11}$. The simulation time is 50 seconds and the sampling time 0.01 seconds. The plots in Figure 3.5 corresponds to the positions of the interpolation points and the agents at the initial and final configuration. The interpolation points $p_{\text {Now }^{i}}$ for $i \in\left\{1, \ldots, n_{\mathrm{a}}\right\}$ at time $t=0$ coincide with the positions of the agents. The other interpolation points are randomly distributed on the boundary. In the last frame one can also see the approximating polygon and how close it is to the actual boundary.

Since the pseudo-distance $D_{\lambda}$ and the arc length $L$ can be calculated after the simulation is completed, we use $D_{\lambda}$ and $L$ instead of their estimate $\widehat{D}_{\lambda}$ and $\widehat{L}$ to show the algorithm performance. Figure 3.6 does indeed show the convergence of the algorithm. In the first plot we can see that the consensus on the pseudo-distance $D_{\lambda}\left(p_{i}, p_{i+1}\right)$, between any two consecutive interpolation points, is reached. The quantity

$$
\max _{\alpha \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}} D_{\lambda}\left(p_{\alpha}, p_{\alpha+1}\right)-\min _{\alpha \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}} D_{\lambda}\left(p_{\alpha}, p_{\alpha+1}\right)
$$

does not vanish because of numerical errors in the estimate $\widehat{D}_{\lambda}$. The second plot shows how the agents get uniformly spaced along the boundary. The steady state



Figure 3.5. This figure shows initial and final configuration after 50 seconds simulation obtained by the implementation of the Estimate Update and Pursuit ALGORITHM with $n_{\mathrm{a}}=3, n_{\mathrm{ip}}=30, v_{0}=1, k_{\text {prop }}=0.05, \lambda=\frac{10}{11} . \partial Q$ is time invariant. The agents position is represented by the triangles and are initialized to be on the boundary $\partial Q$. In the last frame also the approximating polygon is shown.
values of the arc length distances oscillates around 8.3 which is the target value. The noise is again due to the fact that the agents only estimate the arc length using the positions of the interpolation points.

## Slowly time-varying boundary

In this simulation we used $n_{\mathrm{a}}=4$ agents to have an approximation of the nonconvex boundary $\partial Q(t)$ described by:

$$
\gamma(\theta, t)=\left(2\left(1-\frac{t}{t_{f}}\right)+(2+\cos (10 \pi \theta)+0.5 \sin (4 \pi \theta)) \frac{t}{t_{f}}\right)\left[\begin{array}{c}
\cos (2 \pi \theta) \\
\sin (2 \pi \theta)
\end{array}\right]
$$

with $\theta \in[0,1), t_{f}=200$ seconds as shown in Figure 3.7. The values of $v_{0}$, $k_{\text {prop }}, v_{\min }, v_{\max }$ and $\lambda$ are respectively: $1,0.05,0.5,2$, and $\frac{10}{11}$. The simulation time is 200 seconds, the sampling time 0.01 seconds. The plots in Figure 3.7


Figure 3.6. Estimate Update and Pursuit Algorithm This plots refers to the case of $\partial Q$ being time-invariant. In the first plot from right it is shown the error $\max _{i \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}} D_{\lambda}\left(p_{i}, p_{i+1}\right)-\min _{i \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}} D_{\lambda}\left(p_{i}, p_{i+1}\right)$ vs time. The second plot shows the arc length distances between the three agents.
correspond to the positions of the interpolation points and the agents at four different instants, $t=0, t=50, t=100$, and $t=200$ seconds respectively. The algorithm is initialized with the agents on the boundary. The interpolation points $p_{\text {Now }^{i}}$ at time $t=0$ coincide with the positions of the agents. The other interpolation points are randomly distributed. In the last frame we can also see the approximating polygon and how close to the actual boundary is. From the frames in Figure 3.7 it is clear that the agents can adapt as $\partial Q$ changes.

The pseudo-distance $D_{\lambda}$ is well defined only if the interpolation points belong to the boundary $\partial Q$. Since the boundary changes with time, the interpolation points are only for some time on the boundary after an agents has projected them. So, we consider as pseudo-distance between any two consecutive interpolation points in a certain time $\tau$ the pseudo-distance between their radial projection onto $\partial Q(\tau)$. The disagreement in the placement of the interpolation points, where $D_{\lambda}$ is redefined as just explained, is shown in the first plot of Figure 3.8.


Figure 3.7. This figure shows four different instants of the 200 seconds simulation obtained by implementing the Estimate Update and Pursuit Algorithm with $n_{\mathrm{a}}=4, n_{\mathrm{ip}}=35, v_{0}=1, k_{\text {prop }}=0.05, \lambda=\frac{10}{11}$. The boundary $\partial Q$ is slowly time-varying in this case. The agents positions are represented by triangles and initialized to be on the boundary $\partial Q$. The last frame also shows the approximating polygon.

The arc length between any two consecutive agents is shown in the second plot of Figure 3.8. The four distances increase with time because $L(\partial Q)$, the total length of the boundary, increases with time. Clearly the variables $n_{\mathrm{a}}$ and $n_{\text {ip }}$ are design variables and are results of two different trade-offs. In deciding the number of agents, the speed with which the boundary changes and the maximum speed at which the robots can move play an important role. If the boundary changes very fast and the maximum speed of the robots is fixed, then a larger network will guarantee better performances. If the boundary changes slowly, then few robots (1 or 2 ) might suffice. In deciding the number of interpolation points, on the other hand, the most important role is played by the complexity of the boundary measured by the number of inflection points. To have good performance, $n_{\text {ip }}$ should increase as the number of the inflection points of the boundary increases.

### 3.3 Summary and open issues

In this chapter we have addressed the problem of boundary estimation and tracking by means of robotic sensors. We have presented an algorithm to position interpolation points along a time-varying boundary in such a way as to obtain an approximating polygon with some optimality features. The convergence was also established.

An important problem for future research concerns the possible and realistic occurrence of boundary splits. In other words, it would be of interest to consider problems where the region enclosed in the boundary can split into two or more separate regions. A natural extension to this work would be also be monitoring 3-dimensional regions, such as clouds of chemical pollutants.


Figure 3.8. Estimate Update and Pursuit Algorithm. This figure refers to the case of $\partial Q$ being slowly time-varying. In the first plot from the right we shown the error $\max _{i \in\left\{1, \ldots, n_{\mathrm{i}\}}\right\}} D_{\lambda}\left(p_{i}, p_{i+1}\right)-\min _{i \in\left\{1, \ldots, n_{\mathrm{ip}}\right\}} D_{\lambda}\left(p_{i}, p_{i+1}\right)$ vs time. The second plot shows the arc length distances between the four agents.

Table 3.1. Estimate Update and Pursuit Algorithm
Goal: Uniformly distribute the interpolation points according to the pseudo-distance $\widehat{D}_{\lambda}$, and the agents according to the arc length $\widehat{L}$.
Data: Location of the interpolation points, unitary tangent vector at $\partial Q$ at those points, last value of $\widehat{D}_{\lambda}$ between any two consecutive interpolation points, local tangent and local curvature of the boundary $\partial Q$.
Requires: At $t_{0}=0, p_{i}$ lie on $\partial Q, \widehat{D}_{\lambda}$ between any two interpolation points is known, and $o_{q}=\emptyset$.

At every sensing instant, the agent at position $P_{i}(t)=P(t)$ performs:

1: update BUFFERARC ${ }^{+} \quad:=\quad$ BUFFERARC
$\left\{o_{n_{o}+1}, \widehat{\gamma^{\prime}}\left(o_{n_{o}+1}\right), \widehat{\kappa}\left(o_{n_{o}+1}\right), \widehat{D}_{\lambda}\left(o_{n_{o}}, o_{n_{o}+1}\right)\right\}$
2: if $o_{q}=\emptyset$, then
3: if $\overline{O_{n_{o}} O_{n_{o}+1}} \cap \ell_{\text {Now }} \neq \emptyset$, then
4: $o_{q}:=\operatorname{argmin}_{o_{j} \in\left\{o_{n_{o}}, o_{n_{o}+1}\right\}}\left\|\overline{o_{n_{o}} o_{n_{o}+1}} \cap \ell_{\text {Now }}-o_{j}\right\|$
5: else
6: if $\overline{o_{n_{o}} O_{n_{o}+1}} \cap \ell_{\text {Now }}=\emptyset$ and $\widehat{D}_{\lambda}\left(p_{\text {Now }-1}, o_{n_{o}+1}\right)>2 \widehat{D}_{\lambda}\left(p_{\text {Now }-1}, p_{\text {Now }}\right)$, then
7: $o_{q}:=\operatorname{argmin}_{o_{j} \in\left\{p_{\left.\text {Now }-1, \ldots, o_{n_{o}+1}\right\} \subset O}\left\|o_{j}-p_{\text {Now }}\right\|\right.} \|$
8: if $o_{q} \neq \emptyset$ and $p_{\text {Now }^{i}} \neq p_{\text {Now }^{i+1}-2}$, then
9: update the interpolation point $p_{\text {Now }}$ by projecting it onto $\partial Q: \quad p_{\text {Now }}^{+}:=o_{q}$
10: calculate $o_{k}$ as in (3.1) and update $p_{\text {Now }-1}$ by: $p_{\text {Now }-1}^{+}:=o_{k}$
11: transmit to agent $i-1: p_{\text {Now }+1}, \quad p_{\text {Now }}^{+}, p_{\text {NOW }-1}^{+}, \widehat{\gamma^{\prime}}\left(p_{\text {NOW }-1}^{+}\right)$, $\widehat{D}_{\lambda}\left(p_{\text {Now }-2}, p_{\text {Now }-1}^{+}\right)$, and transmit to agent $i+1:$ NOW +1

12: update the set BUFFERARC and the counter NOW:

$$
\text { BUFFERARC }^{+}:=\left\{o_{k}, \ldots, o_{n_{o}+1}\right\}, \quad \text { NOW }^{+}:=\text {NOW }+1
$$

13: calculate $v_{i}(t): \quad v_{i}(t):=\operatorname{sat}\left(v_{0}+k_{\text {prop }}\left(\widehat{L}\left(P_{i}, P_{i+1}\right)-\widehat{L}\left(P_{i-1}, P_{i}\right)\right)\right)$

## Chapter 4

## ISS properties of discrete-time consensus algorithms

Consensus algorithms and conditions for their convergence have been widely studied. An incomplete list of references includes continuous-time consensus algorithms [11, 32, 34], discrete-time consensus, flocking and rendezvous [19, 40, 26], time-delayed and asynchronous properties of consensus algorithms [38, 3, 6, 30, 32], and consensus over random graphs [15]. Extensions of consensus algorithms to achieve different consensus values has also been investigated, see [10, 4]. Consensus algorithms have already been proposed for the implementation of distributed data fusion techniques [38, 31].

Since the characteristics of networked systems require distributed algorithms to be robust to disturbances (see Chapter 3), a natural question to ask is how the consensus algorithms perform in the presence of undesired inputs. Previous work on this topic includes [42], [33], and [24]. In [42] the authors present a stochastic analysis of consensus algorithms in the presence of additive zero-mean
noise for fixed topologies. In [33] the authors show the asymptotic behavior of the $\epsilon$-consensus time as the number of the nodes in the network grows for fixed topologies.

In this chapter we investigate the robustness properties of discrete-time consensus algorithms following a worst case analysis rather then a stochastic analysis. A early work in this sense is [24], where the authors prove that for continuous-time consensus algorithms the disagreement dynamics is ISS. Regarding discrete-time consensus algorithms, we include here two complementary analyses of the fact that disagreement values asymptotically remain within bounded distance of the consensus space when noise is present. The first proof is similar to that of [24], and provides a first theoretical explanation for the fact that linear consensus algorithms are IOS. Alternatively, the second approach goes further in producing specific estimates for the input-output gain and transient bounds that characterize the behavior of the disagreement output in terms of bounded disturbances, and is valid also when the network topology is not fixed. This second proof generalizes a certain contraction result from [6]. After this, we further analyze the robustness of the nodes' states to disturbance. We establish that, in general, discrete-time consensus algorithms are only iISnS and the consensus value is driven by the integral of the noise. Finally, we see how, in a single leader protocol, discrete-time consensus is exactly ISS. Our work leads to a deeper understanding of robustness properties of discrete-time consensus algorithms.

### 4.1 Review of ISS concepts

This section introduces notation and main concepts for ISS discrete-time systems as introduced in $[20,2,37]$, which will be employed in the sequel.

We let $\mathbb{N}_{0}$ and $\overline{\mathbb{R}}_{+}$denote the non-negative integer and real numbers, respectively. We let $1_{n}=(1, \ldots, 1)^{T} \in \mathbb{R}^{n}$. For $x \in \mathbb{R}^{n}$ and $D \in \mathbb{R}^{n \times k}$, we let $|x|$ and $|D|$ denote the Euclidean and the induced norm of $x$ and of $D$, respectively. Given functions $\phi: \mathbb{N}_{0} \rightarrow \mathbb{R}^{n}$ and $D: \mathbb{N}_{0} \rightarrow \mathbb{R}^{n \times m}$, we define $\|\phi\|=\sup \left\{|\phi(t)| \mid t \in \mathbb{N}_{0}\right\}$, $\|D\|=\sup \left\{|D(t)| \mid t \in \mathbb{N}_{0}\right\}$, and $\bar{D}=\sup \left\{\left.\left(\sum_{j=1}^{m}\left|D_{i}^{j}(t)\right|^{2}\right)^{\frac{1}{2}} \right\rvert\, t \in \mathbb{N}_{0}, j\{1, \ldots, n\}\right\}$.

A function $\gamma: \overline{\mathbb{R}}_{+} \rightarrow \overline{\mathbb{R}}_{+}$is a $\mathcal{K}$-function if it is continuous, strictly increasing, and $\gamma(0)=0$; and it is a $\mathcal{K}_{\infty}$-function if it is a $\mathcal{K}$-function and if it is unbounded. A function $\beta: \overline{\mathbb{R}}_{+} \times \overline{\mathbb{R}}_{+} \rightarrow \overline{\mathbb{R}}_{+}$is a $\mathcal{K} \mathcal{L}$-function if, for each $t \in \overline{\mathbb{R}}_{+}$, the function $s \mapsto \beta(s, t)$ is a $\mathcal{K}$-function, and for each $s \in \overline{\mathbb{R}}_{+}, t \mapsto \beta(s, t)$ is decreasing and $\beta(s, t) \rightarrow 0$ as $t \rightarrow+\infty$.

Consider the discrete-time nonlinear system

$$
\begin{equation*}
x(t+1)=f(t, x(t), u(t)) \tag{4.1}
\end{equation*}
$$

where $t$ takes value in $\mathbb{N}_{0}, x$ takes value in $\mathbb{R}^{n}$, and $u$ takes value in $\mathbb{R}^{m}$. We assume that $f: \mathbb{N}_{0} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is continuous.

System (4.1) is input-to-state stable (ISS) if there exist a $\mathcal{K} \mathcal{L}$-function $\beta$ and a $\mathcal{K}$-function $\gamma$ such that, for each initial condition $x_{0} \in \mathbb{R}^{n}$ at time $t_{0} \in \mathbb{N}_{0}$ and for each bounded input $u: \mathbb{N}_{0} \rightarrow \mathbb{R}^{m}$, the system evolution $x$ satisfies, for each $t \geq t_{0}$,

$$
|x(t)| \leq \beta\left(\left|x_{0}\right|, t-t_{0}\right)+\gamma(\|u\|)
$$

Analogously, system (4.1) with an output $y=h(x)$ is input-to-output stable
(IOS), respectively input-to-output stable (IOS) with gain $\gamma$, if there exist a $\mathcal{K} \mathcal{L}$ function $\beta$ and a $\mathcal{K}$-function $\gamma$ such that, for each initial condition $x_{0} \in \mathbb{R}^{n}$ at time $t_{0} \in \mathbb{N}_{0}$ and for each bounded input $u: \mathbb{N}_{0} \rightarrow \mathbb{R}^{m}$, the output $y(t)=h(x(t))$ satisfies, for each $t \geq t_{0}$,

$$
|y(t)| \leq \beta\left(\left|x_{0}\right|, t-t_{0}\right)+\gamma(\|u\|)
$$

respectively

$$
|y(t)| \leq \max \left\{\beta\left(\left|x_{0}\right|, t-t_{0}\right), \gamma(\|u\|)\right\}
$$

System (4.1) is integral input-to-state neutrally stable (iISnS), see [2], if there exist $\mathcal{K}_{\infty}$-functions $\alpha, \sigma$ and $\gamma$ such that, for each initial condition $x_{0} \in \mathbb{R}^{n}$ at time $t_{0} \in \mathbb{N}_{0}$ and for each bounded input $u: \mathbb{N}_{0} \rightarrow \mathbb{R}^{m}$, the system evolution $x$ satisfies, for each $t \geq t_{0}$,

$$
\alpha(|x(t)|) \leq \gamma\left(\left|x_{0}\right|\right)+\sum_{k=t_{0}}^{t-1} \sigma\left(\left|u_{k}\right|\right)
$$

### 4.2 Consensus algorithms with inputs and outputs

In this section we present our problem statement regarding the ISS stability of discrete-time consensus systems. The consensus problem presentation mainly follows that of Moreau in [30]. A discrete-time consensus algorithm is defined as:

$$
\begin{equation*}
x(t+1)=A(t) x(t) \tag{4.2}
\end{equation*}
$$

where $t$ takes value in $\mathbb{N}_{0}$ and $x$ takes value in $\mathbb{R}^{n}$. We let $x_{i}(t)$ and $A_{i j}(t)$ denote the entries of $x(t)$ and of $A(t)$, respectively. For each $t \in \mathbb{N}_{0}$, the matrix $A(t)$ gives
rise to a directed graph $G(t)=\{\{1, \ldots, n\}, E(t)\}$ where $(j, i) \in E(t)$ if and only if $i \neq j$ and $A_{i j}(t)>0$. In general, we will consider the following assumptions:
(A1) Non-degenerate Averaging: There exists $\alpha>0$, such that

1. $A_{i i}(t) \geq \alpha$, for all $i, t$,
2. $A_{i j}(t) \in\{0\} \cup[\alpha, 1]$, for all $i, j, t$.
(A2) Stochasticity: $\sum_{j=1}^{n} A_{i j}(t)=1$, for all $i, t$.
(A3) Uniform Connectivity: There exists $B>0$ such that for every $t \in \mathbb{N}_{0}$ the graph $\left\{\{1, \ldots, n\}, \cup_{s \in[t, t+B]} E(s)\right\}$ has a node connected ${ }^{1}$ to all other nodes.

Let us now briefly review a definition and a theorem from [30]. Assume that $\Phi$ is a set of equilibrium points for a time-dependent discrete-time dynamical system $x(t+1)=f(t, x(t))$. The dynamical system is uniformly globally attractive with respect to $\Phi$ if for each $\phi_{1} \in \Phi$, for all $c_{1}, c_{2}>0$ and for all $t_{0} \in \mathbb{N}$, there exists $T>0$ such that every solution $x$ has the following property: if $\left|x\left(t_{0}\right)-\phi_{1}\right|<c_{1}$, then there exists $\phi_{2} \in \Phi$ such that $\left|x(t)-\phi_{2}\right|<c_{2}$ for all $t \geq t_{0}+T$.

Theorem 4.1 (Uniform asymptotic consensus, [30]) Under Assumptions (A1), (A2) and (A3), the discrete-time dynamical system (4.2) is uniformly global attractive with respect to the collection of equilibrium solutions $x_{1}(t)=\cdots=$ $x_{n}(t)=$ constant .

In other words, Theorem 4.1 states that the consensus algorithm (4.2) converges uniformly and asymptotically to the vector subspace generated by $1_{n}$.

[^0]Motivated by this successful analysis, we shall consider the system

$$
\begin{equation*}
x(t+1)=A(t) x(t)+D(t) u(t) \tag{4.3}
\end{equation*}
$$

where $t \mapsto u(t) \in \mathbb{R}^{k}$ is a disturbance possibly coming from noise or communication errors and $A(t), t \in \mathbb{N}_{0}$, satisfies assumptions (A1), (A2) and (A3). A reasonable question to ask is how the evolution of the trajectories $x$ is affected by the noise $u$. We will address this in the following section relying on the following assumption.
(A4) Uniformly Bounded Input Gain: The operator norm $\|D\|$ is bounded, i.e., the induced norm of $D(t)$, for $t \in \mathbb{N}_{0}$, is uniformly bounded.

We also will consider the following two outputs for the dynamical system (4.3):

$$
\begin{aligned}
y_{\text {max-min }}= & \max _{i \in\{1, \ldots, n\}} x_{i}-\min _{i \in\{1, \ldots, n\}} x_{i}, \\
y_{\mathrm{err}}= & \left(\begin{array}{c}
x_{1}-x_{2} \\
\vdots \\
x_{n-1}-x_{n}
\end{array}\right)=P x
\end{aligned}
$$

for

$$
P=\left(\begin{array}{ccccc}
1 & -1 & 0 & \ldots & 0 \\
0 & 1 & -1 & \ldots & 0 \\
\vdots & & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 1 & -1
\end{array}\right) \in \mathbb{R}^{(n-1) \times n}
$$

Both outputs can be thought of as error signals quantifying a measure of disagreement among the components of the state.

### 4.3 Consensus algorithms with error outputs are IOS

In this section we provide two complementary analyses of the fact that discretetime consensus is IOS. First, we present a main proof that parallels that of continuous-time consensus systems in [24]. Second, we extend a result recently presented in [6] that leads to specific gain bounds for the evolution of the second type of disagreement affected by noise.

### 4.3.1 IOS with respect to pairwise error

Define $T \in \mathbb{R}^{n \times n}$ by

$$
T=\binom{P}{\frac{1}{n} 1_{n}^{T}}=\left(\begin{array}{ccccc}
1 & -1 & 0 & \ldots & 0 \\
0 & 1 & -1 & \ldots & 0 \\
\vdots & & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & 1 & -1 \\
1 / n & 1 / n & \ldots & 1 / n & 1 / n
\end{array}\right) .
$$

For the system (4.3), consider the change of variables

$$
z(t)=T x(t)=\binom{y_{\mathrm{err}}(t)}{x_{\mathrm{ave}}(t)}
$$

where $y_{\text {err }}(t) \in \mathbb{R}^{n-1}$, and $x_{\text {ave }}(t) \in \mathbb{R}$ is the average of the components of $x$. It is easy to verify that $T$ is invertible and that, therefore, system (4.3) reads in the new variables

$$
z(t+1)=T A(t) T^{-1} z(t)+T D(t) u(t)
$$

Lemma 4.1 (Block decomposition) If $A(t), t \in \mathbb{N}_{0}$, satisfies the Stochasticity Assumption (A2), then there exists $A_{\text {err }}(t) \in \mathbb{R}^{(n-1) \times(n-1)}$ and $c_{\text {err }}(t) \in$ $\mathbb{R}^{1 \times(n-1)}$, for $t \in \mathbb{N}_{0}$, such that

$$
T A(t) T^{-1}=\left(\begin{array}{cc}
A_{e r r}(t) & 0_{(n-1) \times 1} \\
c_{e r r}(t) & 1
\end{array}\right)
$$

Moreover, if $A(t)=A^{T}(t)$, then $c_{\text {err }}(t)=0_{1 \times(n-1)}$.
Proof. Define $e_{n}=\left(\begin{array}{llll}0 & \ldots & 0 & 1\end{array}\right)^{T}$ and $A_{z}(t)=T A(t) T^{-1}$. Note that $A(t) 1_{n}=$ $1_{n}$ by Assumption (A2) and that $T 1_{n}=e_{n}$ by definition of $T$. From the equality $T A(t) 1_{n}=A_{z}(t) T 1_{n}$, we derive:

$$
e_{n}=A_{z}(t) e_{n}
$$

This implies that the last column of $A_{z}(t)$ is always equal to $e_{n}$; this concludes the proof of the first statement. The symmetry result is proved as follows. Note that $T^{T} A_{z}^{T}(t)=A(t) T^{T}$ by symmetry of $A(t)$ and that $T^{T} e_{n}=\frac{1}{n} 1_{n}$ by definition of $T$. Because $T$ is invertible, the last equality can also be rewritten as $e_{n}=$ $\left(T^{T}\right)^{-1}\left(\frac{1}{n} 1_{n}\right)$. Now, we compute:

$$
T^{T} A_{z}^{T}(t) e_{n}=A(t) T^{T} e_{n}=\frac{1}{n} A(t) 1_{n}=\frac{1}{n} 1_{n},
$$

which implies $A_{z}^{T}(t) e_{n}=e_{n}$. This fact in turn is equivalent to $c_{\text {err }}(t)=0_{1 \times(n-1)}$.

The lemma states in careful words the following intuition. Because of the definition of $z$ and of the special structure of $A$, the variable $x_{\text {ave }}$ plays no role in the evolution of $y_{\text {err }}$. Accordingly, we define the error system by

$$
\begin{equation*}
y_{\mathrm{err}}(t+1)=A_{\mathrm{err}}(t) y_{\mathrm{err}}(t)+D_{\mathrm{err}}(t) u(t) \tag{4.4}
\end{equation*}
$$

and the average system by

$$
\begin{equation*}
x_{\text {ave }}(t+1)=x_{\text {ave }}(t)+c_{\text {err }}(t) y_{\text {err }}(t)+D_{\text {ave }}(t) u(t), \tag{4.5}
\end{equation*}
$$

for $D_{\text {err }}(t)=P D(t)$, and $D_{\text {ave }}(t)=\frac{1}{n} 1_{n}^{T} D(t)$. Finally, we are ready for the main result of this section.

Theorem 4.2 Under Assumptions (A1), (A2), (A3) and (A4), the following equivalent statements hold:

1. The system (4.3) with output $y_{\text {err }}$ is IOS.
2. The error system (4.4) is ISS.

Proof. By Theorem 4.1, Assumptions (A1), (A2), and (A3) imply that system (4.3) with $u(t)=0, t \in \mathbb{N}_{0}$, is uniformly global attractive with respect to the collection of equilibrium solutions $x_{1}(t)=\cdots=x_{n}(t)=$ constant. The matrix $T$ maps the equilibrium solutions for (4.3) with $u(t)=0$ into the trivial equilibrium solutions for the error system, i.e., $t \mapsto y_{\text {err }}(t)=0$. This implies that the origin is uniformly global attractive for the error system (4.4) with $u(t)=0$. Because of linearity, we conclude that the origin is uniformly globally exponentially stable for (4.4). This implies the existence of $\Gamma \in \overline{\mathbb{R}}_{+}$and $\lambda \in[0,1)$, such that $\left|y_{\text {err }}(t)\right| \leq \Gamma \lambda^{t}\left|y_{\text {err }}(0)\right|$ for all $t \in \mathbb{N}_{0}$. If the input sequence is different from the zero sequence, then we write the trajectory of (4.4) as

$$
y_{\mathrm{err}}(t+1)=\prod_{j=0}^{t} A_{\mathrm{err}}(j) y_{\mathrm{err}}(0)+\sum_{j=0}^{t} A_{\mathrm{err}}(t) \cdots A_{\mathrm{err}}(j+1) D_{\mathrm{err}}(j) u(j)
$$

We then compute the following upper bounds:

$$
\begin{aligned}
\left|\sum_{j=0}^{t}\left(\prod_{k=j+1}^{t} A_{\text {err }}(k)\right) D_{\text {err }}(j) u(j)\right| & \leq\left\|D_{\text {err }}\right\|\|u\| \sum_{j=0}^{t}\left|\prod_{k=j+1}^{t} A_{\text {err }}(k)\right| \\
& \leq \Gamma\left\|D_{\operatorname{err}}\right\|\|u\| \sum_{j=0}^{t} \lambda^{t-j}=\Gamma\left\|D_{\text {err }}\right\|\|u\| \sum_{k=0}^{t} \lambda^{k} \\
& \leq \Gamma\left\|D_{\text {err }}\right\|\|u\| \sum_{k=0}^{\infty} \lambda^{k}=\Gamma\left\|D_{\text {err }}\right\|\|u\| \frac{1}{1-\lambda}
\end{aligned}
$$

and therefore

$$
\left|y_{\text {err }}(t+1)\right| \leq \Gamma \lambda^{t+1}\left|y_{\text {err }}(0)\right|+\Gamma \frac{1}{1-\lambda}\left\|D_{\text {err }}\right\|\|u\|
$$

This concludes the proof of fact (ii). Fact (i) is clearly equivalent.

Remark 4.1 (Deviation from the average) Consider now the deviation from the average $\delta x(t)=x(t)-x_{\text {ave }}(t)$. As seen in Theorem 4.2, the origin of the system (4.4) is exponentially stable when $u(t)=0$, i.e., $x(t)$ exponentially approaches $c 1_{n}$ where $c$ depends on the initial condition and on the matrices $A(t)$. As a consequence $\delta x(t)$ also will approach exponentially the origin.

Remark 4.2 (Asymptotic gain) The ISS gain $\Gamma \frac{1}{1-\lambda}\left\|D_{\text {err }}\right\|$ can easily calculated if $\lambda$ is known. An estimate for the value of $\lambda$ is usually difficult to calculate unless $A(t)$ is constant, in this case $\lambda$ is the largest eigenvalue of $A(t)$ smaller than 1. For some topologies and weights it is possible to calculate the eigenvalues of $A(t)$ in closed form and estimate the asymptotic behavior of the ISS gain as the number of nodes approaches infinity. Let us consider the ring topology for a network of $n$ nodes

### 4.3.2 IOS with respect to max-min error

As is well known [18], finding good estimates of the ISS gains is important to determine via small-gain theorems the classes of systems that can be stably interconnected to the multi-agent system. As a byproduct of an extension of a result in [6], we will prove IOS of system (4.3) with output $y_{\text {max-min }}$ and obtain numerical bounds on the comparison gains.

Proposition 4.1 (Max-min contraction) Let $x$ be the solution to (4.3) and $C=n^{2}(B+1)$. Under Assumptions (A1), (A2), (A3) and (A4), there exists a sequence $\left\{t_{q}\right\}_{q \in \mathbb{N}_{0}}$, where $t_{q+1}-t_{q} \leq C$, such that:

$$
\begin{equation*}
y_{\max -\min }\left(t_{q+1}\right) \leq\left(1-\alpha^{(n-1) C+n}\right) y_{\max -\min }\left(t_{q}\right)+2 C \bar{D}\|u\| . \tag{4.6}
\end{equation*}
$$

Proof. Assume that $t_{0}=0$, and $\min _{i} x_{i}(0)=0$. Consider the $n^{2}$ intervals $[j(B+1), j(B+1)+B]$, for $j \in 1, \ldots, n^{2}$. Then, by assumption (A3), there is a node that is connected to all other nodes in each one of these intervals. In particular, there exists a node $i_{0}$ which satisfies this property for at least $n$ of these intervals. Otherwise, let $\ell_{i}$, for $i \in\{1, \ldots, n\}$, be the number of intervals $[j(B+1), j(B+1)+B]$ where $i$ is the node connected to all other nodes by (A3). If $\ell_{i}<n$ for all $i \in\{1, \ldots, n\}$, then $\sum_{i=1}^{n} \ell_{i}<n^{2}$ which is a contradiction with the fact that the number of intervals must sum up to $n^{2}$. Let us denote by $s_{0}=0$ and let $\left[s_{1}(B+1), s_{1}(B+1)+B\right], \ldots,\left[s_{n}(B+1), s_{n}(B+1)+B\right]$ be the first $n$ consecutive time intervals for which $i_{0}$ is connected to all other nodes. Observe that $s_{\ell}(B+1)+B+1 \leq s_{\ell+1}(B+1)$ for all $\ell \in\{1, \ldots, n-1\}$.

Let us use the shorthand notation $x_{i_{0}}(0)=x_{0}, \max _{i} x_{i}(0)=M_{0}$, and $c_{0}=$ $M_{0}-x_{0}$. We define the following properties $\bar{P}_{k}$ and $P_{k}$ associated with $i_{0}$. We say
that $\bar{P}_{k}$ holds if there exist at least $k$ nodes and a time $\tau_{k} \leq\left(s_{k-1}+1\right)(B+1) \leq$ $s_{k}(B+1)$ for which

$$
x_{i}\left(\tau_{k}\right) \leq x_{0}+\left(1-\alpha^{(k-1) C+k}\right) c_{0}+\tau_{k} \bar{D}\|u\|
$$

Analogously, we say that $P_{k}$ holds if there exist at least $k$ nodes and a time $\tau_{k} \leq\left(s_{k-1}+1\right)(B+1) \leq s_{k}(B+1)$ for which

$$
x_{i}\left(\tau_{k}\right) \geq \alpha^{(k-1) C+k} x_{0}-\tau_{k} \bar{D}\|u\|
$$

We will prove by induction on $k$ that $\bar{P}_{n}$ and $P_{n}$ will eventually hold for all indices $i \in\{1, \ldots, n\}$ at the same time $\tau_{n} \leq s_{n}(B+1) \leq C$.

To see this define $\bar{S}_{k}$ and $S_{k}$ to be the sets of nodes for which properties $\bar{P}_{k}$ and $P_{k}$ are true. For $k=1$ there exists at least $i_{0}$ such that at time $\tau_{1}=1 \leq$ $\left(s_{0}+1\right)(B+1) \leq s_{1}(B+1)$ satisfies:

$$
\begin{aligned}
x_{i_{0}}(1) & =A_{i_{0}}^{i_{0}}(0) x_{0}+A_{i_{0}}^{j}(0) x_{j}(0)+D_{i_{0}}^{j}(0) u_{j}(0) \\
& \leq A_{i_{0}}^{i_{0}}(0) x_{0}+\sum_{j \neq i_{0}} A_{i_{0}}^{j}(0) M_{0}+\bar{D}\|u\| \\
& =\sum_{j=1}^{n} A_{i_{0}}^{j}(0) x_{0}+\sum_{j \neq i_{0}} A_{i_{0}}^{j}(0) c_{0}+\bar{D}\|u\| .
\end{aligned}
$$

Here we used the following inequality:

$$
-\bar{D}\|u\| \leq \sum_{j=1}^{n} D_{i}^{j}(t) u_{j}(t) \leq \bar{D}\|u\|
$$

Using (A2) and the fact that $\sum_{j \neq i_{0}} A_{i_{0}}^{j}(0)=1-A_{i_{0}}^{i_{0}} \leq 1-\alpha$ because of (A1), we have that

$$
x_{i_{0}}(1) \leq x_{0}+(1-\alpha) c_{0}+\bar{D}\|u\|
$$

Therefore $\bar{P}_{1}$ is satisfied at $\tau_{1}=1 \leq\left(s_{0}+1\right)(B+1) \leq s_{1}(B+1)$.

On the other hand, since $A_{i}^{j}(0) \geq 0, x_{j}(0) \geq 0, \forall i, j$ and $\underline{D}<0$, we have that

$$
\begin{aligned}
x_{i_{0}}(1) & \geq A_{i_{0}}^{i_{0}}(0) x_{0}+D_{i_{0}}^{j}(0) u_{j}(0) \\
& \geq \alpha x_{0}-\bar{D}\|u\|
\end{aligned}
$$

therefore $P_{1}$ also holds at $\tau_{1}=1 \leq\left(s_{0}+1\right)(B+1) \leq s_{1}(B+1)$ with the index $i_{0}$. Suppose now that $\bar{P}_{k}$ and $P_{k}$ hold for $k>1$ at the same time $\tau_{k} \leq$ $\left(s_{k-1}+1\right)(B+1) \leq s_{k}(B+1)$. Then we will prove that $\bar{P}_{k+1}$ and $P_{k+1}$ will hold at the same time $\tau_{k+1} \leq\left(s_{k}+1\right)(B+1) \leq s_{k+1}(B+1)$. We reason for $\bar{P}_{k+1}$ being the treatment for $P_{k+1}$ analogous.

Let $\tau_{k}<\eta_{1}$ be the first time a connection between a node in $\bar{S}_{k}^{c}$, say $l_{0}$, and a node in $\bar{S}_{k}$, say $j$, is established. Two situations are possible. Either (i) $A_{j}^{l_{0}}\left(\eta_{1}\right) \neq 0$; i.e. a node in $\bar{S}_{k}^{c}$ influences a node in $\bar{S}_{k}$ or (ii) $A_{l_{0}}^{j}\left(\eta_{1}\right) \neq 0$; i.e. a node in $\bar{S}_{k}$ influences a node in $\bar{S}_{k}^{c}$.

For all time $\tau_{k} \leq t<\eta_{1}$, and $l \in \bar{S}_{k}$ we have that:

$$
\begin{aligned}
x_{l}(t+1)= & \sum_{i \in \bar{S}_{k}} A_{l}^{i}(t) x_{i}(t)+\sum_{i=1}^{n} D_{l}^{i}(t) u_{i}(t) \\
\leq & \sum_{i \in \bar{S}_{k}} A_{l}^{i}(t)\left(x_{0}+\left(1-\alpha^{(k-1) C+k}\right) c_{0}\right. \\
& +t \bar{D}\|u\|)+\bar{D}\|u\| \\
\leq & x_{0}+\left(1-\alpha^{(k-1) C+k}\right) c_{0}+(t+1) \bar{D}\|u\|
\end{aligned}
$$

Assume that (ii) holds. At time $t=\eta_{1}$ and for $l_{0}$, we have that:

$$
\begin{aligned}
& x_{l_{0}}\left(\eta_{1}+1\right) \\
& \leq \leq \sum_{i \in \bar{S}_{k}} A_{l_{0}}^{i}\left(\eta_{1}\right)\left(x_{0}+\left(1-\alpha^{(k-1) C+k}\right)\right) c_{0} \\
& \quad+\sum_{i \in \bar{S}_{k}} A_{l_{0}}^{i}\left(\eta_{1}\right) \eta_{1} \bar{D}\|u\|+\sum_{i \in \bar{S}_{k}^{c}} A_{l_{0}}^{i}\left(\eta_{1}\right) x_{i}\left(\eta_{1}\right) \\
& \quad+D_{l_{0}}^{j}\left(\eta_{1}\right) u_{j}\left(\eta_{1}\right) \\
& \leq \sum_{i \in \bar{S}_{k}} A_{l_{0}}^{i}\left(\eta_{1}\right)\left(x_{0}+\left(1-\alpha^{(k-1) C+k}\right)\right) c_{0}+ \\
& \quad \sum_{i \in \bar{S}_{k}^{c}} A_{l_{0}}^{i}\left(\eta_{1}\right) M_{0}+\left(\eta_{1}+1\right) \bar{D}\|u\| .
\end{aligned}
$$

Let us denote by $a=\sum_{i \in \bar{S}_{k}^{c}} A_{i}^{l_{0}} \neq 0$ and $1-a=\sum_{i \in \bar{S}_{k}} A_{i}^{l_{0}} \geq \alpha$. Using now that $M_{0}=x_{0}+c_{0}$, we can reorganize the above terms in

$$
\begin{aligned}
x_{l_{0}}\left(\eta_{1}+1\right) & \leq x_{0}+\left(\left(1-\alpha^{(k-1) C+k}\right)(1-a)+a\right) c_{0}+\left(\eta_{1}+1\right) \bar{D}\|u\| \\
& =x_{0}+\left(1-\alpha^{(k-1) C+k}(1-a)\right) c_{0}+\left(\eta_{1}+1\right) \bar{D}\|u\| \\
& \leq x_{0}+\left(1-\alpha^{(k-1) C+k+1}\right) c_{0}+\left(\eta_{1}+1\right) \bar{D}\|u\| .
\end{aligned}
$$

For every other node $l$ in $\bar{S}_{k}$ that only receives influence from nodes in $\bar{S}_{k}$ we can argue that

$$
\begin{aligned}
x_{l}\left(\eta_{1}+1\right) & \leq x_{0}+\left(1-\alpha^{(k-1) C+k}\right) c_{0}+\left(\eta_{1}+1\right) \bar{D}\|u\| \\
& \leq x_{0}+\left(1-\alpha^{(k-1) C+k+1}\right) c_{0}+\left(\eta_{1}+1\right) \bar{D}\|u\|
\end{aligned}
$$

Assume now that (i) holds and suppose that there exist a sequence $\tau_{k} \leq$ $\eta_{1} \leq \cdots \leq \eta_{r}$ of times such that a node from $\bar{S}_{k}^{c}$ influences a node from $\bar{S}_{k}$ and, moreover, during this time, nodes from $\bar{S}_{k}$ do not get to influence nodes from $\bar{S}_{k}^{c}$. Reasoning as above, we can conclude that $\forall l \in \bar{S}_{k}$ we have

$$
x_{l}\left(\eta_{r}+1\right) \leq x_{0}+\left(1-\alpha^{(k-1) C+k+r}\right) c_{0}+\left(\eta_{r}+1\right) \bar{D}\|u\|
$$

Now there must exist a first time $\eta_{r}<\rho_{k}$ when a node from $\bar{S}_{k}$ influences a node from $\bar{S}_{k}^{c}$, that is eventually (ii) holds. We have that $\tau_{k} \leq\left(s_{k-1}+1\right)(B+1) \leq$ $s_{k}(B+1)$ and there exists an interval $\left[s_{k}(B+1), s_{k}(B+1)+B\right]$ where $i_{0}$ is connected to all other nodes. This implies that for every $j \in \bar{S}_{k}^{c}$ there is a path $\left(i_{0}, l_{1}\right), \ldots,\left(l_{k}, j\right) \in \cup_{\left[s_{k+1}(B+1), s_{k+1}(B+1)+B\right]} E(t)$. But if nodes in $\bar{S}_{k}$ only influence nodes in $\bar{S}_{k}$ from $\tau_{k}$ on, this would imply $j \in \bar{S}_{k}$, which is a contradiction. Therefore there must exist a direct connection from a node of $\bar{S}_{k}$ to a node in $\bar{S}_{k}^{c}$, $j_{0}$, at a time $\rho_{k} \leq s_{k}(B+1)+B$.

It is easy to see that at time $\rho_{k}+1$ we have

$$
x_{i}\left(\rho_{k}+1\right) \leq x_{0}+\left(1-\alpha^{(k-1) C+k+r+1}\right) c_{0}+\left(\rho_{k}+1\right) \bar{D}\|u\|
$$

for $i \in \bar{S}_{k} \cup\left\{j_{0}\right\}$. Obviously we have that $r \leq C$ so we can upper bound the previous quantity by

$$
x_{i}\left(\rho_{k}+1\right) \leq x_{0}+\left(1-\alpha^{k C+k+1}\right) c_{0}+\left(\rho_{k}+1\right) \bar{D}\|u\|
$$

and take $\tau_{k+1}=\rho_{k}+1$. Observe that $\tau_{k+1} \leq\left(s_{k}+1\right)(B+1) \leq s_{k+1}(B+1)$, so we have been able to prove the induction.

From the above induction we can conclude that there exists a time $\tau_{n} \leq$ $s_{n}(B+1) \leq n^{2}(B+1)=C$ for which $\bar{P}_{n}$ and $P_{n}$ hold. In particular this implies that

$$
y_{\max -\min }\left(\tau_{n}\right) \leq\left(1-\alpha^{(n-1) C+n}\right) M_{0}+2 \tau_{n} \bar{D}\|u\|
$$

In other words, setting $t_{1}=\tau_{n}$ we have that

$$
\begin{equation*}
y_{\max -\min }\left(t_{1}\right) \leq\left(1-\alpha^{(n-1) C+n}\right) y_{\max -\min }\left(t_{0}\right)+2 C \bar{D}\|u\| \tag{4.7}
\end{equation*}
$$

This argument can be repeated for the new vector $\tilde{x}=x-\min x_{i}\left(t_{1}\right) 1_{n}$, satisfying the discrete-time equation (4.3) for $t \geq t_{1}$ and $\min _{i} \tilde{x}_{i}\left(t_{1}\right)=0$.

We now state the main result of this section.

Theorem 4.3 Under Assumptions (A1), (A2), (A3) and (A4), the system (4.3) with output $y_{\text {max-min }}$ is IOS with gain

$$
\begin{equation*}
\gamma(s)=4 C \bar{D}\left(1+\frac{1}{\alpha^{R}}\right) s \tag{4.8}
\end{equation*}
$$

where $C=n^{2}(B+1)$ and $R=(n-1) C+n$.

Proof. Let us consider first the subsequence $\left\{y_{\text {max-min }}\left(t_{q}\right)\right\}_{q \in \mathbb{N}_{0}}$ as defined in Proposition 4.1. Iterating equation (4.6) we can upper bound $\left|y_{\max -\min }\left(t_{q}\right)\right|$ as follows:

$$
\begin{aligned}
\left|y_{\max -\min }\left(t_{q}\right)\right| & \leq\left(1-\alpha^{R}\right)^{q}\left|y_{\max -\min }(0)\right|+2 C \bar{D}\|u\| \sum_{i=0}^{q-1}\left(1-\alpha^{R}\right)^{i} \\
& \leq\left(1-\alpha^{R}\right)^{q}\left|y_{\max -\min }(0)\right|+2 C \bar{D}\|u\| \sum_{i=0}^{\infty}\left(1-\alpha^{R}\right)^{i} \\
& =\left(1-\alpha^{R}\right)^{q}\left|y_{\max -\min }(0)\right|+\frac{2 C \bar{D}}{\alpha^{R}}\|u\|
\end{aligned}
$$

Observe that the sequence $\left\{t_{q}\right\}$ satisfies $t_{q} \rightarrow+\infty$. Then for all $t$, there exists $q(t)$ such that $t_{q(t)} \leq t \leq t_{q(t)+1}$. It is easy to see that

$$
\begin{aligned}
y_{\max -\min }(t) & =y_{\max -\min }\left(t_{q(t)}+\left(t-t_{q(t)}\right)\right) \\
& \leq\left(1-\alpha^{R}\right)^{q(t)}\left|y_{\max -\min }(0)\right|+2 C \bar{D}\left(1+\frac{1}{\alpha^{R}}\right)\|u\| .
\end{aligned}
$$

This implies that:

$$
y_{\max -\min }(t) \leq \max \left\{2\left(1-\alpha^{R}\right)^{q(t)}\left|y_{\max -\min }(0)\right|, 4 C \bar{D}\left(1+\frac{1}{\alpha^{R}}\right)\|u\|\right\}
$$

that is, the IOS gain for the system (4.3) with output $y_{\text {max-min }}$ is

$$
\gamma(s)=4 C \bar{D}\left(1+\frac{1}{\alpha^{R}}\right) s
$$

### 4.4 Consensus algorithms are iISnS

In the previous sections we analyzed the effect of the noise on the consensus behavior of algorithms such as (4.3). We now move our attention on the value of the consensus variable and how it is affected by the noise. We saw that $y_{\text {err }}$ reaches asymptotically a ball centered at the origin with radius depending on $\|u\|$. This implies that, in general, the nodes are not able to reach asymptotic consensus but, as the effect of the initial condition vanishes, the trajectories $x_{i}$ evolve close to each other. We will now show that in general the trajectories $x_{i}$ do not stay close to any constant value. If no further information on $A(t)$ is given, an estimate of the consensus value is given by $x_{\text {ave }}(t)$, which evolves according to the integral of the noise.

Theorem 4.4 Under Assumptions (A1), (A2), (A3), and (A4), the following statements hold:

1. the system (4.3) is iISnS with respect to the input $u$,
2. the system (4.5) is iISnS with respect to the inputs $y_{\text {err }}$ and $u$.

Proof. We shall start with the first statement. Calculating the trajectory of (4.3) leads to:

$$
x(t+1)=\prod_{j=0}^{t} A(j) x(0)+\sum_{j=0}^{t} A(t) \ldots A(j+1) D(j) u(j) .
$$

We can then upper bound the norm of $x(t+1)$ as follows:

$$
|x(t+1)| \leq\left|\prod_{j=0}^{t} A(j)\right||x(0)|+\sum_{j=0}^{t}|A(t) \ldots A(j+1)|\|D\|| | u(j) \mid .
$$

Since the matrices $A(t)$ are stochastic we have that $\left|\prod_{j=0}^{m} A(j)\right| \leq \sqrt{n}$, for all $m \in \mathbb{N}$, and therefore

$$
|x(t+1)| \leq \sqrt{n}|x(0)|+\sum_{j=0}^{t} \sqrt{n}\|D\|| | u(j) \mid
$$

To verify (ii) just note that:

$$
x_{\mathrm{ave}}(t+1)=x_{\mathrm{ave}}(0)+\sum_{j=0}^{t}\left[c_{\mathrm{err}}(j), D_{\mathrm{ave}}(j)\right]\left[y_{\mathrm{err}}(j), u(t)\right]^{T} .
$$

Let $\|\tilde{D}\|$ be the upper bound of the induced norm of $\left[c_{\text {err }}(j), D_{\text {ave }}(j)\right]$, then:

$$
\left|x_{\text {ave }}(t+1)\right|=\left|x_{\text {ave }}(0)\right|+\sum_{j=0}^{t}\|\tilde{D}\|\left|\left[y_{\text {err }}(j), u(t)\right]\right|
$$

We will now show that the bound, given for the consensus value in Theorem 4.4, can be tightened when the matrices $A(t)$ and $D(t)$ have certain properties.

Let $\mathcal{C}$ be the set of all pairs of sequences $\{A(t)\}_{t \in \mathbb{N}_{0}},\{D(t)\}_{t \in \mathbb{N}_{0}}$ that describe the algorithms in (4.3). We shall consider now two disjoint subsets of $\mathcal{C}$ :

1. $\mathcal{C}_{1}=\left\{\left(\{A(t)\}_{t \in \mathbb{N}_{0}},\{D(t)\}_{t \in \mathbb{N}_{0}}\right) \mid A(t)=A(t)^{T}\right.$ for all $\left.t \in \mathbb{N}_{0}\right\}$,
2. $\mathcal{C}_{2}=\left\{\left(\{A(t)\}_{t \in \mathbb{N}_{0}},\{D(t)\}_{t \in \mathbb{N}_{0}}\right) \left\lvert\, A(t)=\left(\begin{array}{cc}1 & \mathbf{0}^{T} \\ Q(t) & A_{\text {net }}(t)\end{array}\right)\right.\right.$ and

$$
\left.D(t)=\binom{\mathbf{0}^{T}}{D_{\mathrm{net}}(t)} \text { for all } t \in \mathbb{N}_{0}\right\} \text {, where } A_{\text {net }}(t) \in \mathbb{R}^{n-1 \times n-1}
$$

The graphs of the consensus algorithms that belong to $\mathcal{C}_{1}$ are undirected and the weights are symmetric while the graphs of the consensus algorithms that belong to $\mathcal{C}_{2}$ have a node that behaves as a leader (i.e., does not average the value of its
internal variable with anybody) and that is not affected by noise. For this two special subsets of $\mathcal{C}$ we will further analyze how the noise affects the consensus variable value.

### 4.4.1 Consensus value for algorithms in $\mathcal{C}_{1}$

When $u(t)=0, x_{\text {ave }}(t)$ is constant with time and is the asymptotic value of the consensus variable, as is well known. When $u(t) \neq 0, x_{\text {ave }}(t)$ is not constant but, because $A(t)=A(t)^{T}, c_{\operatorname{err}}(j)=0_{1 \times(n-1)}$ for all $j \in \mathbb{N}_{0}$ (see Lemma 4.1). Hence, from Theorem 4.4, it is clear that the dynamics of $x_{\text {ave }}$ is iISnS respect to the sole input $u$. From the difference equation (4.5) for $x_{\text {ave }}$ we can conclude that the network is overall behaving like an integrator: the states $x_{i}(t)$ are pushed around by the average $\frac{1}{n} 1_{n} D(t) u(t)$.

### 4.4.2 Consensus value for algorithms in $\mathcal{C}_{2}$

When $u(t)=0, x_{1}(t)$ is constant with time and is the asymptotic value of the consensus variable simply because node 1 behaves as a leader and does not average with anybody. Even if noise is introduced, the value of $x_{1}(t)$ does not change and, therefore, the consensus value for the nodes is still $x_{1}(0)$. The noise, though, prevents the nodes from reaching $x_{1}(0)$ asymptotically as shown in the next theorem.

Define $\tilde{T} \in \mathbb{R}^{n \times n}$ by:

$$
\tilde{T}=\left(\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
-1_{n-1} & I_{n-1}
\end{array}\right)
$$

For the system (4.3), consider the change of variables

$$
\tilde{z}(t)=\tilde{T} x(t)=\binom{x_{1}(t)}{\tilde{y}_{\mathrm{err}}(t)}
$$

where $\tilde{y}_{\text {err }}(t)=\left[x_{1}(t)-x_{2}(t), \ldots, x_{1}(t)-x_{n}(t)\right]^{T} \in \mathbb{R}^{n-1}$. The dynamics for the new variable $\tilde{z}(t)$ is:

$$
\tilde{z}(t+1)=\tilde{T} A(t) \tilde{T}^{-1} z(t)+\tilde{T} D(t) u(t) .
$$

It is easy to check that:

$$
\begin{equation*}
\tilde{y}_{\text {err }}(t+1)=A_{\text {net }}(t) \tilde{y}_{\text {err }}(t)+D_{\text {net }}(t) u(t) . \tag{4.9}
\end{equation*}
$$

Let $\tilde{x}(t)=\left[x_{2}(t), \ldots, x_{n}(t)\right]^{T}$, then:

$$
\begin{equation*}
\tilde{x}(t+1)=A_{\text {net }}(t) \tilde{x}(t)+Q(t) x_{1}(t)+D_{\text {net }}(t) u(t) \tag{4.10}
\end{equation*}
$$

Lemma 4.2 Let $\left(\{A(t)\}_{t \in \mathbb{N}_{0}},\{D(t)\}_{t \in \mathbb{N}_{0}}\right) \in \mathcal{C}_{2}$. Under Assumptions (A1), (A2), (A3) and (A4), the following equivalent statements hold:

1. The system (4.3) with output $\tilde{y}_{\text {err }}$ is IOS.
2. The error system (4.9) is ISS.
3. The system (4.10) is ISS respect to the inputs $x_{1}$ and $u$.

Proof. The proof of the equivalence of (i) and (ii) proceeds along the same lines as that for Theorem 4.2 and, therefore, we will use the results omitting the details. That is, there exist $\Gamma>0$ and $\lambda \in(0,1)$ such that:

$$
\left|\tilde{y}_{\mathrm{err}}(t+1)\right| \leq \Gamma \lambda^{t+1}\left|\tilde{y}_{\mathrm{err}}(0)\right|+\Gamma \frac{1}{1-\lambda}\left\|D_{\mathrm{err}}\right\|\|u\|
$$

Since the state dynamics matrix for equations (4.10) and (4.9) are the same:

$$
|\tilde{x}(t+1)| \leq \Gamma \lambda^{t+1}|\tilde{x}(0)|+\Gamma_{2}\left(\|Q\|\left|x_{1}\right|+\left\|D_{\mathrm{err}}\right\|\|u\|\right)
$$

where $\Gamma_{2}=\Gamma \frac{1}{1-\lambda}$. Note that $\|Q\| \leq \sqrt{n-1}$ and that $x_{1}$ is constant with time. The statement (iii) is then proved.

For algorithms in $\mathcal{C}_{2}$, the network behaves like a low pass filter with respect to the input $x_{1}(t)$. Lemma 4.2 shows that, after a transient due to the initial condition, the trajectories $x_{i}(t)$ (for $i \neq 1$ ) will stay close to $x_{1}(t)$. If $x_{1}(t)$ changes slowly with time, then each other state $x_{i}(t)$ will track that value but with non-vanishing tracking error.

### 4.5 Summary

In this chapter we have established some ISS properties of linear consensus algorithms with inputs and outputs. We have shown that, in the presence of noise, the disagreement is bounded but the consensus value, in general, does not remain bounded since the network behaves like an integrator. In applications for which consensus value boundness is crucial and the network topology is not known, a linear algorithm cannot be implemented. On the other hand, for some nonlinear update laws (i.e., as in the Kuramoto coupled oscillators) it can be proved that also the consensus value is bounded. This will be subject of further investigation.

## Chapter 5

## Synchronization of $N$-Beads on a Ring by Feedback Control

### 5.1 Introduction

Consider $N$ motion-enabled agents that can speed up and slow down, and also communicate when in proximity of each other. If the $N$ agents control their motion to simulate $N$ beads sliding on a frictionless ring, we know that their dynamics is very rich. In fact, in [9], the authors study extensively the case of $N=3$ and prove the existence of periodic as well as chaotic orbits. The authors also describe how to use the three-bead system dynamics for a random number generator algorithm which is computationally efficient. We therefore pose the question: can $N$ intelligent beads, capable of controlling their motion, reach a periodic orbit and get in sync? In other words, can each bead sweep a sector of the ring and impact with the neighboring beads always at the boundaries of
the sector? We show that synchronization can be indeed achieved by a simple feedback law. We present an algorithm which requires only occasional communication - two beads exchange information only when they impact - and, using of the theory of discrete-time consensus algorithms, we prove its correctness.

Relevant to this chapter is the reference [7], which presents a synchronization algorithm for cooperative surveillance of a forest fire using a team of unmanned aerial vehicles. A preliminary version of this work appeared in [39].

The contributions of this chapter can be summarized as follows. We design a distributed algorithm that allows a collection of beads to reach synchronization. The definitions of synchronization for both the case of an even and odd number of beads is given. The beads can be deployed with arbitrary initial positions and speeds. At the desired steady state, every bead sweeps a sector of equal length, and neighboring beads meet always at the same point. If $N$ is even the beads will all travel at the same speed, while if $N$ is odd the beads will travel at the same average speed. Two beads exchange information only when they impact. We prove a local convergence result - the agents will reach the desired steady state - under some assumptions.

Extensive simulations show that synchronization is reached in general, even when the assumptions are not satisfied. In [7] pairs of agents have to be released at the same point, sequentially, and with the same speed. In contrast, in our algorithm the number of agents can be odd, the agents can be released at arbitrary positions, with arbitrary speeds and directions. For the case of $N$ even we only require half of the agents to move clockwise direction and the rest to move in the counterclockwise direction.

## Notation

On the torus $\mathbb{T}$, by convention, let us define positions as angles measured counterclockwise from the positive horizontal axis. The counterclockwise distance between two angles $\operatorname{dist}_{\mathrm{cc}}: \mathbb{T} \times \mathbb{T} \rightarrow[0,2 \pi)$ is the path length from an angle to the other traveling counterclockwise. Specifically, if $x, y \in \mathbb{T}$, then $\operatorname{dist}_{c c}(x, y)=$ $(y-x) \bmod 2 \pi$, where $x \bmod 2 \pi$ is the remainder of the division of $x$ by $2 \pi$. We denote by $1 \in \mathbb{R}^{N \times 1}$ the column vector with entries all equal to 1 .

### 5.2 Model and problem statement

In this section we describe a synchronized collection of beads moving on a circle and our model of robotic agents.

Definition 5.1 (Balanced synchronization) Consider a collection of $N$ beads moving on a ring. The collection of beads is balanced synchronized with period $T$, if (i) any two neighboring beads impact always at the same point, (ii) the time interval between two consecutive impacts, involving the same beads, has length $T$, and (iii) all the beads impact simultaneously. In other words, in a synchronized collection, each bead sweeps an arc of length $2 \pi / N$ at constant speed $2 \frac{2 \pi}{N T}$.

An example of a collection of four beads in sync is shown in Figure 5.1.
If $N$ is odd, synchronization, as defined in Definition 5.1, cannot be reached. Therefore we give a more general definition of synchronization reachable also by an odd number of beads.


Figure 5.1. The figure shows a collection of four beads which are synchronized.

Definition 5.2 (Unbalanced synchronization) Consider a collection of $N$ beads moving on a ring. The collection of beads is unbalanced synchronized with period $T$, if (i) any two beads impact always at the same point and (ii) the time interval between two consecutive impacts, involving the same beads, has length $T$. In other words, in an unbalanced synchronized collection, each bead sweeps an arc of length $2 \pi / N$ at average speed $2 \frac{2 \pi}{N T}$.

In this chapter we propose and analyze a distributed algorithm that will steer a collection of "intelligent beads", i.e., mobile robots, to be synchronized according to either Definition 5.1 or Definition 5.2. The model of agent we consider is described as follows. We assume a collection of $N$ agents moves on the torus $\mathbb{T}$. Let $\theta_{i}(t) \in \mathbb{T}, i \in\{1, \ldots, N\}$ be the agents' positions at time $t \geq 0$, ordered in counterclockwise direction, at let $\dot{\theta}_{i}(t)$ be their velocity. Each agent senses its position on the circle. Motivated by surveillance application, we consider agents equipped with short-range communication device; for simplicity and elegance we
assume they communicate only when they impact. We use the identifications $0 \equiv N$ and $N+1 \equiv 1$.

### 5.3 Synchronization algorithm

In this section we describe an algorithm that allows the collection of agents to achieve synchronization. We begin by defining all variables that each agent maintains in memory and we later state how these variables are updated as time evolves and "communication impacts" take place.

## Variables in memory

Let us define $d_{i} \in\{-1,+1\}$ to be the direction of motion of the $i$-th bead, and let the counterclockwise direction of motion be positive. Let $\nu_{i}>0$ be the $i$-th bead's nominal speed.

Definition 5.3 (Impacts classification) If at time $t$ it holds $\theta_{i}(t)=\theta_{i+1}(t)$, then we say that an impact has occurred between beads $i$ and $i+1$. If $d_{i}(t)=$ $d_{i+1}(t)$, then the impact is said to be of head-tail type, otherwise it is said to be of head-head type.

Next, we associate to each bead its desired sweeping arc, i.e., an arc of the circle that eventually each bead would sweep if balanced synchrony, as defined in 5.1, is reached.

Definition 5.4 (Desired sweeping arc) Let $\left[L_{i}(t), U_{i}(t)\right] \subset \mathbb{T}$ be the desired sweeping arc of bead $i$ with $L_{i}(t) \in \mathbb{T}$ and $U_{i}(t) \in \mathbb{T}$ as its clockwise and
counterclockwise boundary. Then $\left[L_{i}(t), U_{i}(t)\right]=\left\{\theta \in \mathbb{T} \mid \operatorname{dist}_{c c}\left(L_{i}(t), \theta\right) \leq\right.$ $\left.\operatorname{dist}_{c c}\left(L_{i}(t), U_{i}(t)\right)\right\}$. Let $C_{i}(t)$ be the center of the desired sweeping arc defined by $C_{i}(t)=L_{i}(t)+\frac{1}{2} \operatorname{dist}_{c c}\left(L_{i}(t), U_{i}(t)\right)$.

Note that nothing is assumed on the length of the desired sweeping arcs.
In summary, we denote by $x_{i}(t)$ the logic state that bead $i$ maintains in its memory:

$$
x_{i}(t):=\left(\nu_{i}(t), d_{i}(t), L_{i}(t), U_{i}(t), \operatorname{sdir}_{i}(t)\right)
$$

where we let $\operatorname{sdir}(t)$ be a flag that can assume values $\pm 1$. We let $\left(\theta_{i}, x_{i}\right)$ denote the state of each bead.

Regarding initialization, we will assume that $\nu_{i}>0, d_{i} \in\{+1,-1\}, L_{i}(0)=$ $U_{i}(0)=\theta_{i}(0)$, and $\operatorname{sdir}_{i}(0)=d_{i}(0)$.

## Rules

This concludes our description of the agents' memory. Next we define the algorithm. At all time $t \geq 0$, each bead checks whether it is traveling inside its desired sweeping arc, or outside the sweeping arc while moving away from it or towards it. Each bead will then travel at nominal speed $\nu_{i}(t)$ when inside its desired sweeping arc, it will slow down when moving away from it, and speeding up while moving towards it. Formally,

$$
\dot{\theta}_{i}(t)= \begin{cases}d_{i}(t) \nu_{i}(t), & \text { if } \theta_{i}(t) \in\left[L_{i}(t), U_{i}(t)\right] \\ f d_{i}(t) \nu_{i}(t), & \text { if } \theta_{i}(t) \notin\left[L_{i}(t), U_{i}(t)\right] \text { and } d_{i}(t)=\operatorname{sdir}_{i}(t) \\ h d_{i}(t) \nu_{i}(t), & \text { if } \theta_{i}(t) \notin\left[L_{i}(t), U_{i}(t)\right] \text { and } d_{i}(t)=-\operatorname{sdir}_{i}(t)\end{cases}
$$

where $f \in] 0.5,1\left[\right.$ and $h=\frac{f}{2 f-1}>1$.

The logic state for bead $i$ changes only when one of the following events occurs: (1) an impact takes place between with either bead $i-1$ or $i$, and (2) bead $i$ crosses either $L_{i}$ or $U_{i}$ while leaving its desired sweeping arc.

Event 1. If at time $t$ an impact occurs for bead $i$ with either bead $i+1$ or $i-1$, then two events will take place: (1) both beads will exchange through communication their logic state, and (2) each bead will update its memory. Bead $i$ will update its nominal speed and direction by:

$$
\begin{align*}
& \nu_{i}\left(t^{+}\right)=\frac{\nu_{i}(t)+\nu_{i+1}(t)}{2}  \tag{5.1}\\
& d_{i}\left(t^{+}\right)= \begin{cases}-d_{i}(t), & \text { if the impact is "head-head type", } \\
d_{i}(t), & \text { otherwise },\end{cases} \tag{5.2}
\end{align*}
$$

where the upper-script + indicates the value of the state variables right after the impact. Furthermore, bead $i$ updates the boundary of its sweeping arc by

$$
L_{i}\left(t^{+}\right)= \begin{cases}C_{i}(t)-\frac{\operatorname{dist}_{c c}\left(C_{i-1}(t), C_{i}(t)\right)}{2}, & \text { if the impact occurs with } i-1  \tag{5.3}\\ L_{i}(t), & \text { otherwise }\end{cases}
$$

and

$$
U_{i}\left(t^{+}\right)= \begin{cases}C_{i}(t)+\frac{\operatorname{distcc}_{c c}\left(C_{i}(t), C_{i+1}(t)\right)}{2}, & \text { if the impact occurs with } i+1  \tag{5.4}\\ U_{i}(t), & \text { otherwise }\end{cases}
$$

where the center of the $j$ th desired sweeping arc is computed by $C_{j}(t)=L_{j}(t)+$ $\operatorname{dist}_{\mathrm{cc}}\left(L_{j}(t), U_{j}(t)\right) / 2$, for all $j$. Note that after any impact between beads $i$ and $i-1$ equations (5.3) and (5.4) imply that $L_{i-1}\left(t^{+}\right)=U_{i}\left(t^{+}\right)$, simply because they are defined as the midpoint in the arc from $C_{i-1}(t)$ to $C_{i}(t)$. The flag sdir ${ }_{i}$ does not change its value, i.e.:

$$
\operatorname{sdir}_{i}\left(t^{+}\right)=\operatorname{sdir}_{i}(t)
$$

Event 2. The memory of each bead $i$ will be update also when it reaches either $L_{i}(t)$ or $U_{i}(t)$, and it crosses it while leaving the desired sweeping arc. While the nominal speed $\nu_{i}$, the direction $d_{i}$ and the boundary of the desired sweeping arc $L_{i}$ and $U_{i}$ do not change:

$$
\begin{aligned}
& \nu_{i}\left(t^{+}\right)=\nu_{i}(t), \\
& d_{i}\left(t^{+}\right)=d_{i}(t), \\
& L_{i}\left(t^{+}\right)=L_{i}(t), \\
& U_{i}\left(t^{+}\right)=U_{i}(t),
\end{aligned}
$$

the flag $\operatorname{sdir}_{i}$ is updated as follows:

$$
\operatorname{sdir}_{i}\left(t^{+}\right)=d_{i}(t)
$$

where the upper-script + indicates the value of the memory right after bead $i$ crosses the boundary of its desired sweeping arc.

### 5.4 Preliminary results

In this section we prove some preliminary results before we can prove the correctness of the Synchronization Algorithm. We begin with an important characterization of initial states.

Definition 5.5 (Admissible, balanced and unbalanced configurations) $A$ state
$\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}}$ is

1. admissible if, for all $i, j \in\{1, \ldots, N\}, j \neq i$,

$$
\nu_{i}(0)>0, \quad \text { and } \quad \theta_{i}(0) \neq \theta_{j}(0)
$$

2. balanced if it is admissible and if $N$ is even and $\sum_{i=1}^{N} d_{i}(0)=0$, that is, $N / 2$ beads are moving clockwise and N/2 are moving counterclockwise; and
3. $D$-unbalanced, for $D \in\{-N, \ldots, N\} \backslash\{0\}$, if it is admissible and if $\sum_{i=1}^{N} d_{i}(0)=D$.

The set of admissible configurations, balanced configurations, and $D$-unbalanced configurations are denoted by $\mathcal{A}, \mathcal{A}_{0-\text { bal }}$, and $\mathcal{A}_{D \text {-unbal }}$, respectively.

Next, we construct an undirected graph $\mathcal{G}(t)$ with vertex set $\{1, \ldots, N\}$ and edge from $i$ to $i+1$ if the beads $i$ and $i+1$ collide at time $t$.

Proposition 5.1 (Uniform connectivity) Along the trajectories of the SYNChronization Algorithm, with $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}$, for all $t_{0} \geq 0$ the graph $\bigcup_{t \in\left[t_{0}, t_{0}+\frac{2 \pi}{f \nu_{\text {min }}}\right]} \mathcal{G}(t)$ is connected.

The proof of Proposition 5.1 builds up on the following facts.

Lemma 5.1 (Properties) Along the trajectories of the Synchronization AlGORITHM, with $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}$ :

1. $\sum_{i=1}^{n} d_{i}(t)$ is constant,
2. any two desired sweeping arcs are disjoint sets or at most share a boundary point, furthermore their label index increases in the counterclockwise direction, i.e., $L_{i+1}(t)=U_{i}(t)$,
3. the order of the beads is preserved, i.e., for all $i, j \in\{1, \ldots, N\}, t \geq 0$, and for $j \neq i, \operatorname{dist}_{c c}\left(\theta_{i-1}(t), \theta_{i}(t)\right) \leq \operatorname{dist}_{c c}\left(\theta_{i-1}(t), \theta_{i+1}(t)\right)$ and
$\operatorname{dist}_{c c}\left(\theta_{i-1}(t), \theta_{j}(t)\right) \geq \operatorname{dist}_{c c}\left(\theta_{i-1}(t), \theta_{i+1}(t)\right)$. Therefore, a bead $i$ can be involved only in impacts its immediate neighbors $i-1$ and $i+1$.

Proof.We first prove 1. Let $\sum_{i=1}^{n} d_{i}(0)=D$. The only instants in which $\sum_{i=1}^{n} d_{i}(t)$ can change is when an impact occurs, as in equation (5.2). If the impact is of "head-tail type" the directions of both the beads involved do not change. On the other hand, if the impact is of "head-head type", the directions of the beads involved are just swapped, therefore $\sum_{i=1}^{n} d_{i}(t)=D$ for any $t \geq 0$.

We now prove 2. For convenience let $\mathcal{D}_{i}=\left[L_{i}(t), U_{i}(t)\right]$. Part 2 is simply proved by noticing that, to initialize the algorithm, $\mathcal{D}_{i}(0)=L_{i}(0)=U_{i}(0)=$ $\theta_{i}(0)$, and $\theta_{i}(0)$ are ordered along the counterclockwise direction. The desired sweeping arc $\mathcal{D}_{i}$ is updated only when the bead $i$ is involved in an impact and, by equations (5.3) and (5.4). It is elementary to show that the update equations for $L_{i}$ and $U_{i}$ will force $U_{i}\left(t^{+}\right)=L_{i+1}\left(t^{+}\right)$and $L_{i}\left(t^{+}\right)=U_{i-1}\left(t^{+}\right)$. This clearly implies that the order of the desired sweeping arcs is never changed and that any two desired sweeping arcs can at most share a boundary.

We finally prove 3 . The order of the beads can change only as a consequence of an impact. We will see that even after an impact the order of the beads is preserved. If beads $i$ and $i+1$ are involved in an impact of "head-head type", after the impacts both beads will change their direction so clearly dist ${ }_{c c}\left(\theta_{i-1}(t+\right.$ $\left.s), \theta_{i}(t+s)\right) \leq \operatorname{dist}_{\mathrm{cc}}\left(\theta_{i-1}(t+s), \theta_{i+1}(t+s)\right)$, with $0 \leq s<\bar{s}$ and $t+\bar{s}$ is the time at which $i$ will impact again. If the impact is of "head-tail type" the directions of the two beads will not change, but their nominal velocities $\nu_{i}\left(t^{+}\right)$ and $\nu_{i+1}\left(t^{+}\right)$will be equal because of equation (5.1). The impact can occur in $\mathcal{D}_{i}(t)$, or in $\mathcal{D}_{i+1}(t)$ or in neither, see Figure 5.2. If the impact occurs in $\mathcal{D}_{i}(t)$ and
$d_{i}(t)=d_{i+1}(t)=+1$, after the impact $u_{i}\left(t^{+}\right)=\nu_{i}\left(t^{+}\right)$while $u_{i+1}\left(t^{+}\right)=h \nu_{i+1}\left(t^{+}\right)$. In fact, because of part $2, i+1$ is moving towards its desired sweeping arc. If the impact occurs in $\mathcal{D}_{i}(t)$ and $d_{i}(t)=d_{i+1}(t)=-1$ after the impact $u_{i}\left(t^{+}\right)=-\nu_{i}\left(t^{+}\right)$ and $u_{i+1}\left(t^{+}\right)=-f \nu_{i+1}\left(t^{+}\right)$because $i+1$ is moving away from its desired sweeping arc, again because of part 2. Recalling that $f<1$ and $h>1$ we have that, in both cases, $\operatorname{dist}_{\mathrm{cc}}\left(\theta_{i-1}(t+s), \theta_{i}(t+s)\right) \leq \operatorname{dist}_{\mathrm{cc}}\left(\theta_{i-1}(t+s), \theta_{i+1}(t+s)\right)$ for any time $0 \leq s<\bar{s}$. An analogous reasoning will conclude that this holds also if the impact occurs in $\mathcal{D}_{i+1}(t)$. Now, if the impact occurs in neither $\mathcal{D}_{i}(t)$ nor $\mathcal{D}_{i+1}(t)$, the beads are both moving either towards or away their desired sweeping arcs therefore $u_{i}\left(t^{+}\right)=u_{i+1}\left(t^{+}\right)=h \nu_{i}\left(t^{+}\right)$or $u_{i}\left(t^{+}\right)=u_{i+1}\left(t^{+}\right)=f \nu_{i}\left(t^{+}\right)$. Again $\operatorname{dist}_{c \mathrm{cc}}\left(\theta_{i-1}(t+s), \theta_{i}(t+s)\right) \leq \operatorname{dist}_{\mathrm{cc}}\left(\theta_{i-1}(t+s), \theta_{i+1}(t+s)\right)$ for any $0 \leq s<\bar{s}$.

Lemma 5.2 (Impacts in bounded interval) Let $\nu_{\text {min }}=\min _{i \in\{1, \ldots, N\}} \nu_{i}(0)$.
Along the trajectories of the Synchronization Algorithm, with $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}$, for all $i \in\{1, \ldots, N\}$ and for all $t_{0}>0$, bead $i$ will impact at least once with both its neighbors $i-1$ and $i+1$ across the interval $\left[t_{0}, t_{0}+\frac{2 \pi}{f \nu_{\text {min }}}\right]$.

Proof. Note that $\min _{i \in\{1, \ldots, N\}} \nu_{i}(t) \geq \min _{i \in\{1, \ldots, N\}} \nu_{i}(0)=\nu_{\text {min }}$ because of equation (5.1). Therefore for any $t>0$ the lowest possible speed at which a bead can travel is $f \nu_{\text {min }}$. We first show that at most after $\frac{\pi}{f \nu_{\text {min }}}$ any bead will have a "head-head type" impact one of its neighbors.

First, any bead $i$ can only impact neighbors $i+1$ and $i-1$ because of Lemma 5.1, part 3. The necessary time for two beads $i, i+1$ to impact depends on their positions, the directions of motion and the speeds they are traveling with.


Figure 5.2. This figure shows that, regardless from where and with which velocities beads $i$ and $i+1$ impact, the order of the beads is preserved. The velocities in the figure are the velocities after the impact. The speed $\nu$ is just the average value of $\nu_{i}$ and $\nu_{i+1}$ before the impact.

In the worst possible case at a time $t=t_{0}$ all the beads are clustered in a small arc of $\mathbb{T}$ of length $\epsilon$, with $i$ and $i+1$ at the opposite ends of the arc (i.e., $\left.\operatorname{dist}_{\mathrm{cc}}\left(\theta_{i+1}\left(t_{0}\right), \theta_{i}\left(t_{0}\right)\right)=\epsilon\right), d_{i}\left(t_{0}\right)=d_{i+1}\left(t_{0}\right)$, and the speeds have the smallest possible value $\left|u_{i}\left(t_{0}\right)\right|=\left|u_{i+1}\left(t_{0}\right)\right|=f \nu_{\text {min }}$.

Let us suppose $d_{i}\left(t_{0}\right)=d_{i+1}\left(t_{0}\right)=+1$. That is, $i+1$ is moving towards the cluster of beads and $i$ is moving away from it. Because of Lemma 5.1, part 1, we have that $-\sum_{i=1}^{n} d_{i}\left(t_{0}\right) \mid=D<N$ and this implies that $i+1$ can travel at most for $\frac{\epsilon}{2 f \nu_{\text {min }}}$ before having a "head-head type" impact. So at $t_{1} \leq t_{0}+\frac{\epsilon}{2 f \nu_{\text {min }}}$, $d_{i+1}\left(t_{1}\right)=-1$, and $\operatorname{dist}_{\mathrm{cc}}\left(\theta_{i+1}\left(t_{1}\right), \theta_{i}\left(t_{1}\right)\right) \geq \epsilon$. This is true because by assumption $\left|u_{i}\left(t_{0}\right)\right|=\left|u_{i+1}\left(t_{0}\right)\right|$ and $i$ could have had a "head-tail type" impact with $i-1$ so that $\left|u_{i}\left(t_{1}\right)\right| \geq f \nu_{\min }$. Now, suppose that even after the impact $\left|u_{i+1}\left(t_{1}\right)\right|=f \nu_{\min }$, then beads $i$ and $i+1$ are moving towards each other and $\operatorname{dist}_{\mathrm{cc}}\left(\theta_{i}\left(t_{1}\right), \theta_{i+1}\left(t_{1}\right)\right) \leq$ $2 \pi-\epsilon$. They will then meet at time $t_{2} \leq t_{1}+\frac{2 \pi-\epsilon}{2 f \nu_{\min }} \leq t_{0}+\frac{\epsilon}{2 f \nu_{\text {min }}}+\frac{2 \pi-\epsilon}{2 f \nu_{\text {min }}}=t_{0}+\frac{\pi}{f \nu_{\text {min }}}$.

After the impact with $i+1, d_{i}\left(t_{2}\right)=-1$ and, therefore, in its next "head-head type" impact bead $i$ will meet $i-1$. Following the same reasoning, we have that at most after $\frac{\pi}{f \nu_{\text {min }}}$ the two beads $i$ and $i-1$ will meet. Hence across the interval $\left[t_{0}, t_{0}+\frac{2 \pi}{f \nu_{\text {min }}}\right]$ any bead will impact at least once with both its neighbors.

Proof.[of Proposition 5.1] Because of Lemma 5.2, for all $i$ and for all $t_{0}$ there exist $t_{1}$ and $t_{2} \in\left[t_{0}, t_{0}+\frac{2 \pi}{f \nu_{\text {min }}}\right]$ such that $\mathcal{G}\left(t_{1}\right)$ and $\mathcal{G}\left(t_{2}\right)$ have respectively an edge between vertices $i$ and $i+1$ and between vertices $i$ and $i-1$. Then, clearly the graph $\bigcup_{t \in\left[t_{0}, t_{0}+\frac{2 \pi}{f \bar{\nu}(0)}\right]} \mathcal{G}(t)$ is connected.

### 5.5 Convergence analysis

In this first part of this section we prove that the nominal speeds $\nu_{i}$ will asymptotically be equal to the average of their values, and that the desired sweeping arc will asymptotically have length $2 \pi / N$. In the second and third part of this section we show that Synchronization Algorithm enables the beads to reach balanced synchrony if $N$ is even and unbalanced synchrony if $N$ is odd, respectively.

### 5.5.1 Convergence of nominal speed and desired sweeping arc

We start by proving that the nominal speeds $\nu_{i}$ will be all equal to the average of their values.

Lemma 5.3 (Speed convergence) Let $\nu(t)=\left[\nu_{1}(t), \ldots, \nu_{n}(t)\right]^{T} \in \mathbb{R}^{N \times 1}$. Along the trajectories of the Synchronization Algorithm, with $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}:$

$$
\lim _{t \rightarrow+\infty}\left\|\nu(t)-\frac{\mathbf{1}^{T} \nu(0)}{N} \mathbf{1}\right\|=0
$$

Proof. For all $i \in\{1, \ldots, N\}$, define $A_{i} \in \mathbb{R}^{N \times N}$ by:

$$
\left[A_{i}\right]_{l m}= \begin{cases}\frac{1}{2}, & \text { if } l=m=i \text { or } l=m=i+1 \\ \frac{1}{2}, & \text { if }(l, m) \in\{(i, i+1),(i+1, i)\} \\ \delta_{l m}, & \text { otherwise }\end{cases}
$$

Because of equation (5.1), if at time $t$ an impact between $i$ and $i+1$ occurs, then:

$$
\nu\left(t^{+}\right)=A_{i} \nu(t)
$$

Therefore the dynamics of $\nu(t)$ is just the average consensus dynamics with matrices $A_{i}$ and, because of Proposition 5.1, the consensus is asymptotically reached (see [30]). Clearly, because the matrices $A_{i}$ are doubly stochastic, the consensus value is $\frac{1}{N} \sum_{i=1}^{N} \nu_{i}(0)$.

We now prove that the desired sweeping arc will asymptotically have length $2 \pi / N$.

Lemma 5.4 (Desired sweeping arc convergence) Let
$\ell_{i}(t)=\operatorname{dist}_{c c}\left(L_{i}(t), U_{i}(t)\right)$ be the length of the desired sweeping arc $\left[L_{i}(t), U_{i}(t)\right]$ for $i \in\{1, \ldots, N\}$, and $\ell(t)=\left[\ell_{1}(t), \ldots, \ell_{n}(t)\right]^{T} \in \mathbb{R}^{N \times 1}$. Along the trajectories of the Synchronization Algorithm, with $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}$ :

$$
\lim _{t \rightarrow+\infty}\left\|\ell(t)-\frac{2 \pi}{N} 1\right\|=0
$$

Proof. From equations (5.3) and (5.4) we have that after the impact between $i$ and $i+1$ :

$$
\begin{aligned}
\ell_{i}\left(t^{+}\right) & =\frac{3}{4} \ell_{i}(t)+\frac{1}{4} \ell_{i+1}(t), \\
\ell_{i+1}\left(t^{+}\right) & =\frac{1}{4} \ell_{i}(t)+\frac{3}{4} \ell_{i+1}(t) .
\end{aligned}
$$

Now, define $B_{i} \in \mathbb{R}^{N \times N}$ by:

$$
\left[B_{i}\right]_{l m}= \begin{cases}\frac{3}{4}, & \text { if } l=m=i \text { or } l=m=i+1 \\ \frac{1}{4}, & \text { if }(l, m) \in\{(i, i+1),(i+1, i)\} \\ \delta_{l m}, & \text { otherwise }\end{cases}
$$

Then, if at time $t>t_{0}+\frac{2 \pi}{f \nu_{\text {min }}}$ an impact between $i$ and $i+1$ occurs, the dynamics for $\ell(t)$ is simply:

$$
\ell\left(t^{+}\right)=B_{i} \ell(t)
$$

We recall that $\nu_{\text {min }}=\min _{i \in\{1, \ldots, N\}} \nu_{i}(0)$, and that at $t_{0}+\frac{2 \pi}{f \nu_{\text {min }}}$ every impact between two consecutive beads has occurred. Once again, the dynamics of $\ell(t)$ is just the weighted average consensus dynamics with matrices $B_{i}$ and, because of Proposition 5.1, the consensus is asymptotically reached (see [30]). Since $\sum_{i=1}^{n} \ell_{i}(t)=2 \pi$, or equivalently because the matrices $B_{i}$ are doubly stochastic, we have that $\ell_{i}(t) \rightarrow \frac{2 \pi}{N}$ asymptotically.

We have then proved that asymptotically the nominal velocities $\nu_{i}(t)$ will be equal to the average of the initial nominal velocities and the lengths of the desired sweeping arcs will asymptotically be equal to $2 \pi / N$.

### 5.5.2 Balanced synchrony

We will now prove that the Synchronization Algorithm will steer the collection of beads to be in balanced synchrony for a set of initial conditions contained entirely in $\mathcal{A}_{0-\text { bal }}$.

Theorem 5.1 (Balanced synchrony convergence) For all $i \in\{1, \ldots, N\}$, let $\nu_{i}(0)=\nu_{i}(t)=\bar{\nu}>0, L_{i}(t)=L_{i}(0), U_{i}(t)=U_{i}(0)$, with $L_{i}(0)=U_{i-1}(0)$, and with $\operatorname{dist}_{c c}\left(L_{i}(0), L_{i+1}(0)\right)=\frac{2 \pi}{N}$. Let $d_{i}(0)=-d_{j}(0)$ for $j \in\{i-1, i+1\}$. Let $\gamma_{i}=\operatorname{dist}_{c c}\left(C_{i}(0), \theta_{i}(0)\right), \delta_{i}=\min \left\{\gamma_{i}, 2 \pi-\gamma_{i}\right\}$, and let $\delta=\left[\delta_{1}, \ldots, \delta_{N}\right]^{T} \in \mathbb{R}^{N \times 1}$. Let $T_{i}^{k}$ be the instant in which bead $i$ passed by the center of its desired sweeping arc for the $k$-th time and $T^{k}=\left[T_{1}^{k}, \ldots, T_{N}^{k}\right]^{T} \in \mathbb{R}^{N \times 1}$. If $\left\|\delta-\frac{\mathbf{1}^{T} \delta}{N} \mathbf{1}\right\|$ is sufficiently small, then along the trajectories of the Synchronization Algorithm:

$$
\lim _{k \rightarrow+\infty}\left\|T^{k}-\frac{\mathbf{1}^{T} T^{k}}{N} \mathbf{1}\right\|=0
$$

Proof. Before tackling the proof it is useful to see that both the quantities $\left\|\delta-\frac{\mathbf{1}^{T} \delta}{N} \mathbf{1}\right\|$ and $\left\|T^{k}-\frac{\mathbf{1}^{T} T^{k}}{N} \mathbf{1}\right\|$ are measures of the asynchrony of the collection of beads. However, due to the switching nature of the dynamics of the beads, the asymptotic behavior of $T^{k}$ is simpler to analyze. On the other hand $\delta$ is a more suitable quantity to describe the asynchrony at time 0 .

For convenience let $\mathcal{D}_{i}=\left[L_{i}(t), U_{i}(t)\right]$. Let us suppose that at time $t$ the beads $i$ and $i+1$, with directions $d_{i}(t)=-d_{i+1}(t)=+1$, are about to collide. We know that $T_{i}^{k}$ and $T_{i+1}^{k}$, for some $k$, are the times at which they passed by the centers of their desired sweeping arcs. If $T_{i}^{k}<T_{i+1}^{k}$, that is bead $i$ is early with respect to bead $i+1$, the impact will occur in $\mathcal{D}_{i+1}$ as shown in Figure 5.3, otherwise it will occur in $\mathcal{D}_{i}$. Without loss of generality we suppose that the impact will occur in $\mathcal{D}_{i+1}$, and precisely at $U_{i}+\Delta$.


Figure 5.3. This figure shows how the speeds of bead $i$ and $i+1$ change they are traveling towards each other. Note that bead $i$ is early with respect to bead $i+1$.

In order to calculate where and when the beads will impact we need to impose that $i$ and $i+1$ reach simultaneusly $U_{i}+\Delta$ :

$$
\begin{equation*}
T_{i}^{k}+\frac{\pi}{N} \frac{1}{\bar{\nu}}+\frac{\Delta}{f \bar{\nu}}=T_{i+1}^{k}+\frac{\pi}{N} \frac{1}{\bar{\nu}}-\frac{\Delta}{\bar{\nu}} . \tag{5.5}
\end{equation*}
$$

This clearly holds because $i+1$ is traveling in its desired sweeping arc, therefore its speed is simply $\bar{\nu}$; on the other hand bead $i$ initially travels in its arc but
eventually leaves it and therefore its speed becomes $f \bar{\nu}$. Solving (5.5) for $\Delta$ we have:

$$
\begin{equation*}
\Delta=\bar{\nu} \frac{f}{1+f}\left(T_{i+1}^{k}-T_{i}^{k}\right) \tag{5.6}
\end{equation*}
$$

After the impact the directions of both beads change because the impact is of "head-head type", and they both head towards $C_{i}$ and $C_{i+1}$, that they will reach at time $T_{i}^{k+1}$ and $T_{i+1}^{k+1}$ :

$$
\begin{aligned}
& T_{i}^{k+1}=T_{i}^{k}+\frac{2 \pi}{N} \frac{1}{\bar{\nu}}+\frac{\Delta}{\bar{\nu}}\left(\frac{1}{f}+\frac{1}{h}\right) \\
& T_{i+1}^{k+1}=T_{i+1}^{k}+2\left(\frac{\pi}{N}-\Delta\right) \frac{1}{\bar{\nu}}
\end{aligned}
$$

Recalling that $h=\frac{f}{2 f-1}$ we have:

$$
\begin{align*}
& T_{i}^{k+1}=T_{i}^{k}+\frac{2}{\bar{\nu}}\left(\frac{\pi}{N}+\Delta\right)  \tag{5.7}\\
& T_{i+1}^{k+1}=T_{i+1}^{k}+\frac{2}{\bar{\nu}}\left(\frac{\pi}{N}-\Delta\right) \tag{5.8}
\end{align*}
$$

Substituting (5.6) in (5.7) and in (5.8):

$$
\begin{aligned}
T_{i}^{k+1} & =\frac{1-f}{1+f} T_{i}^{k}+\frac{2 f}{1+f} T_{i+1}^{k}+\frac{2 \pi}{N \bar{\nu}} \\
T_{i+1}^{k+1} & =\frac{2 f}{1+f} T_{i}^{k}+\frac{1-f}{1+f} T_{i+1}^{k}+\frac{2 \pi}{N \bar{\nu}} .
\end{aligned}
$$

Note that $0<\frac{1-f}{1+f}<1 / 3$ and $2 / 3<\frac{2 f}{1+f}<1$ since $\left.f \in\right] 0.5,1[$. Now, let us define the matrices $C^{\text {even }}$ and $C^{\text {odd }} \in \mathbb{R}^{N \times N}$ by:

$$
\begin{aligned}
& {\left[C^{\text {even }}\right]_{l m}= \begin{cases}\frac{1-f}{1+f}, & \text { if } l=m \\
\frac{2 f}{1+f}, & \text { if }(l, m) \in\{(i, i+1),(i+1, i)\}, i \text { even, },\end{cases} } \\
& {\left[C^{\text {odd }}\right]_{l m}= \begin{cases}\frac{1-f}{1+f}, & \text { if } l=m \\
\frac{2 f}{1+f}, & \text { if }(l, m) \in\{(i, i+1),(i+1, i)\}, i \text { odd. }\end{cases} }
\end{aligned}
$$

Then, if the first impact after $t=0$ is between $i$ and $i+1$, and $i$ is odd the vector $T^{k}$ evolves as follows:

$$
T^{k+1}= \begin{cases}C^{\text {odd }} T^{k}+\frac{2 \pi}{N \bar{\nu}} 1, & \text { if } k \text { odd }  \tag{5.9}\\ C^{\text {even }} T^{k}+\frac{2 \pi}{N \bar{\nu}} 1, & \text { if } k \text { even }\end{cases}
$$

If the first impact is between $i$ and $i+1$, and $i$ is even, equation (5.9) is still valid as long as the definitions of $C^{\text {odd }}$ and $C^{\text {even }}$ are exchanged. In any case, the dynamics of $T^{k}$ is just the weighted average consensus dynamics with matrices $C^{\text {odd }}$ and $C^{\text {even }}$, and, because of Proposition 5.1, the consensus is asymptotically reached (see [30]).

Although Theorem 5.1 proves convergence to balanced synchronization only locally, simulations show that indeed the set of initial conditions for which the balanced synchronization is reached is quite large and may be equal to $\mathcal{A}_{0-\text { bal }}$. In the next remark we give some insight.

Remark 5.1 The Synchronization Algorithm leads to a dynamical system that can be seen as a cascade of three dynamical systems: the dynamical systems of the nominal velocities $\nu_{i}(t)$, the dynamical systems of the desired sweeping arcs $\mathcal{D}_{i}(t)$, and the dynamical system of the synchrony $T_{i}^{k}$. The dynamical systems of the nominal velocities and of the desired sweeping arcs are independent from each other and independent from the dynamics of the synchrony, furthermore they act as disturbances on the latter. As proved in Lemma 5.3 and Lemma 5.4, $\lim _{t \rightarrow+\infty}\left\|\nu(t)-\frac{\mathbf{1}^{T} \nu(t)}{N} \mathbf{1}\right\|=0$ and $\lim _{t \rightarrow+\infty}\left\|\ell(t)-\frac{\mathbf{1}^{T} \ell(t)}{N} \mathbf{1}\right\|=0$ for all initial conditions in $\mathcal{A}$ - the consensus of the nominal speeds and of the lengths of the desired sweeping arcs is guaranteed. Furthermore, since the convergence is uniform and the dynamics are linear the convergence is exponential. For the same reasons also
the convergence of $\left\|T^{k}-\frac{\mathbf{1}^{T} T^{k}}{N} \mathbf{1}\right\|$ is exponential. If the inputs $\left\|\nu(t)-\frac{\mathbf{1}^{T} \nu(t)}{N} \mathbf{1}\right\|$ and $\left\|\ell(t)-\frac{\mathbf{1}^{T} \ell(t)}{N} \mathbf{1}\right\|$ enter linearly in the dynamics of $T_{i}^{k}$, then the local stability properties of the equilibrium $\left\|T^{k}-\frac{\mathbf{1}^{T} T^{k}}{N} \mathbf{1}\right\|=0$ are not destroyed. This follows from Input-to-State Stability of exponentially stable systems [23]. If this holds, the restrictive assumptions for Theorem 5.1 are that $\left\|\delta-\frac{\mathbf{1}^{T} \delta}{N} \mathbf{1}\right\|$ is sufficiently small and that $d_{i}(0)=-d_{j}(0)$ for $j \in\{i-1, i+1\}$, while the assumptions that $\nu_{i}(0)$ have the same value and that $\operatorname{dist}_{c c}\left(L_{i}(0), L_{i+1}(0)\right)=2 \pi / N$ are not restrictive.

### 5.5.3 Unbalanced synchrony

We now prove that the Synchronization Algorithm will steer the collection of beads to be in unbalanced synchrony for a set of initial conditions contained entirely in $\mathcal{A}_{D-\text { unbal }}$ with $D= \pm 1$, however we first start by proving that there exists an orbit along which the beads can reach unbalanced synchrony.

Theorem 5.2 (Exist. of periodic orbit for 1-unbal.: sufficiency) Given $D \in\{-1,+1\}$, assume that $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}, \frac{1}{2}<f<\frac{N}{1+N}$, and that, for $i \in\{1, \ldots, N\}, \nu_{i}(t)=\nu_{i}(0)=\bar{\nu}, L_{i}(t)=L_{i}(0), U_{i}(t)=U_{i}(0)$ with $L_{i}(0)=U_{i-1}(0)$ and with $\operatorname{dist}_{c c}\left(L_{i}(0), L_{i+1}(0)\right)=\frac{2 \pi}{N}$. Then

1. there exists a periodic orbit for the Synchronization Algorithm in which the beads are in unbalanced synchrony with period $2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}$; and
2. along this orbit each bead $i$ impacts its neighboring bead $i-1$ at position $L_{i}(0)+D \delta$, where $\delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}<\frac{2 \pi}{N}$.


Figure 5.4. This figure shows the periodic orbit described in Theorem 5.2. The white circles are the positions of beads $i-2, i-1, i$, and $i+1$ when $i$ and $i+1$ meet at $U_{i}-\delta$. The black dots are the locations of the impacts for any two neighboring beads. Note that bead $i-1$ and $i-2$ are moving towards each other. Because bead $i-2$ is in its desired sweeping arc, its speed is $\bar{\nu}$ while $i-1$ is moving away from it and therefore its speed is $f \bar{\nu}$. The same holds for $i$ and $i+1$ respectively.

Remark 5.2 (Impacts order in 1-unbalanced synchrony) It is useful to take note of the order in which the impacts happen in a D-unbalanced collection of beads that reached unbalanced synchrony, where $D \in\{-1,+1\}$. As we will see in the proof of Theorem 5.2, if $\sum_{i=1}^{N} d_{i}(0)=-1$ and $i$ and $i+1$ have just met, the next impact will be between $i-1$ and $i-2$ and so on until $i$ meets $i+1$ again and the periodic orbit is complete. More concisely, if the first two beads to impact are $i$ and $i+1$, then the $k$-th impact will happen between $(i-3 D k) \bmod N$ and $(i+1-3 D k) \bmod N$. Therefore if $\sum_{i=1}^{N} d_{i}(0)=-1$, then the impacts happen in a counterclockwise fashion, on the other hand, if $\sum_{i=1}^{N} d_{i}(0)=+1$, then the impacts happen in a clockwise fashion. Let us illustrate the idea using a the graph $\mathcal{G}(t)$ introduced in Proposition 5.1. We recall that the graph $\mathcal{G}(t)$ has as vertex set $\{1, \ldots, N\}$ and edge from $i$ to $i+1$ if the beads $i$ and $i+1$ collide at time $t$. Figure 5.5 shows $\mathcal{G}(t)$ for $t \in\left[t_{1,2}, t_{1,2}+2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}\right]$ and the time at which the impacts happen for $N=5$.

Proof.[of Theorem 5.2] We will prove the theorem by constructing the periodic orbit. Without loss of generality let us suppose that $\sum_{i=1}^{N} d_{i}(0)=-1$. Let $t_{i, i+1}$ be the time at which bead $i$ and bead $i+1$ impact at $U_{i}(0)-\delta \equiv L_{i+1}(0)-\delta$. Let us suppose that $\theta_{i-1}\left(t_{i, i+1}\right)=L_{i-1}(0)-\alpha$ and that $\theta_{i-2}\left(t_{i, i+1}\right)$ is such that:

$$
\begin{equation*}
t_{i-2, i-1}=t_{i, i-1}+\frac{\delta-\alpha}{f \bar{\nu}}, \tag{5.10}
\end{equation*}
$$

with $\delta<\frac{2 \pi}{N}$ and $\alpha<\delta$ (see Figure 5.4). Let $t_{0}=t_{1,2}$ then, recalling (5.10) and by symmetry we have:

$$
\begin{align*}
& t_{2,3}=t_{0}+\frac{N-1}{2} \frac{\delta-\alpha}{f \bar{\nu}}  \tag{5.11}\\
& t_{N, 1}=t_{0}+\frac{N+1}{2} \frac{\delta-\alpha}{f \bar{\nu}} . \tag{5.12}
\end{align*}
$$



Figure 5.5. This figure illustrates $\mathcal{G}(t)$ for $t \in\left[t_{1,2}, t_{1,2}+2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}\right]$ and the time at which each edge appears for $N=5$ and $\sum_{i=1}^{N} d_{i}(0)=-1$ when unbalanced synchrony is reached.

For beads 1 and 2 to meet again at $U_{1}(0)-\delta \equiv L_{2}(0)-\delta$, the following must hold:

$$
\begin{equation*}
t_{2,3}+\left(\frac{2 \pi}{N}-\delta\right) \frac{1}{\bar{\nu}}+\frac{\delta}{f \bar{\nu}}=t_{N, 1}+\frac{\delta}{h \bar{\nu}}+\left(\frac{2 \pi}{N}-\delta\right) \frac{1}{\bar{\nu}} \tag{5.13}
\end{equation*}
$$

In fact, after impacting with bead 3 , bead 2 travels along the arc $\left[L_{2}(0), U_{2}(0)-\delta\right]$ with velocity $-\bar{\nu}$ since it is in its desired sweeping arc. After crossing $L_{2}(0)$, the speed of bead 2 becomes $-f \bar{\nu}$ because it is moving away from its arc. For bead 1 the dual is true. After impacting with bead $N$, bead 1 travels along the arc [ $\left.L_{1}(0)-\delta, L_{1}(0)\right]$ with velocity $h \bar{\nu}$ since it is moving towards its desired sweeping arc. After crossing $L_{1}(0)$, the speed of bead 1 becomes $\bar{\nu}$ because it is in its arc (see Figure 5.6).


Figure 5.6. This figure shows how the speeds of bead 1 and 2 change as they are traveling towards each other, shortly after bead 1 meets bead $N$.

Recalling (5.11) and (5.12), we have:
$t_{0}+\frac{N-1}{2} \frac{\delta-\alpha}{f \bar{\nu}}+\left(\frac{2 \pi}{N}-\delta\right) \frac{1}{\bar{\nu}}+\frac{\delta}{f \bar{\nu}}=t_{0}+\frac{N+1}{2} \frac{\delta-\alpha}{f \bar{\nu}}+\frac{\delta}{h \bar{\nu}}+\left(\frac{2 \pi}{N}-\delta\right) \frac{1}{\bar{\nu}}$,
rearranging all the terms:

$$
\begin{equation*}
\alpha=\delta(2 f-1) \tag{5.14}
\end{equation*}
$$

In order to be a periodic orbit we need to impose that beads 1 and 2 meet again after a period:

$$
\begin{equation*}
t_{0}+\frac{N-1}{2} \frac{\delta-\alpha}{f \bar{\nu}}+\left(\frac{2 \pi}{N}-\delta\right) \frac{1}{\bar{\nu}}+\frac{\delta}{f \bar{\nu}}=t_{0}+2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}} . \tag{5.15}
\end{equation*}
$$

If we substitute (5.14) in (5.15) and solve for $\delta$ we have:

$$
\delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}
$$

Recalling the assumption of $f$ we have:

$$
f<\frac{N}{1+N} \Rightarrow \delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}<\frac{2 \pi}{N}
$$

It turns out that $f<\frac{N}{1+N}$ is not only sufficient but also necessary for the existence of a periodic orbit along the trajectories of the Synchronization AlGorithm and $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$ with $D \in\{-1,+1\}$.

Theorem 5.3 (Exist. of periodic orbit for 1-unbal.: necessity) Given
$D \in\{-1,+1\}$, assume that $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$, and that, for $i \in$ $\{1, \ldots, N\}, \nu_{i}(t)=\nu_{i}(0)=\bar{\nu}, L_{i}(t)=L_{i}(0), U_{i}(t)=U_{i}(0)$ with $L_{i}(0)=U_{i-1}(0)$ and with $\operatorname{dist}_{c c}\left(L_{i}(0), L_{i+1}(0)\right)=\frac{2 \pi}{N}$. If along the trajectories of the Synchronization Algorithm the unbalanced synchrony is reached, that is, beads $i$ and $i-1$ always meet at $L_{i}(t)+D \delta$ with $\delta<\frac{2 \pi}{N}$ and the period of the orbit is $2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}$, then $f<\frac{N}{1+N}$.

Proof. Let us assume, with no loss of generality, that $\sum_{i=1}^{N} d_{i}(0)=-1$. Let $t^{+}$ be the time spent by each bead traveling along the positive direction, and $t^{-}$be the time spent by each bead traveling along the negative direction in a period of the periodic orbit. In other words, if $\delta<\frac{2 \pi}{N}$, then $t^{-}=\left(\frac{2 \pi}{N}-\delta\right) \frac{1}{\bar{\nu}}+\frac{\delta}{f \bar{\nu}}$, and $t^{+}=\frac{\delta}{h \bar{\nu}}+\left(\frac{2 \pi}{N}-\delta\right) \frac{1}{\bar{\nu}}$, as in (5.13). Clearly $t^{-}+t^{+}=2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}$, which is the period of the orbit, and $t^{-}>t^{+}$, that is each bead spends more time traveling along the negative direction than along the positive. Every instant of time only one bead is unbalanced and $t^{-}-t^{+}$is the time each bead is unbalanced during a period. By symmetry we can then conclude that $N\left(t^{-}-t^{+}\right)$must be equal to a period:

$$
\begin{equation*}
2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}=N\left(t^{-}-t^{+}\right) . \tag{5.16}
\end{equation*}
$$

Recalling the expressions for $t^{-}$and $t^{+}$, we have:

$$
2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}=N 2 \frac{\delta}{\bar{\nu}} \frac{f}{1-f}
$$

and solving for $\delta$

$$
\delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}
$$

By assumption $\delta<\frac{2 \pi}{N}$, therefore:

$$
\delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}<\frac{2 \pi}{N} \Rightarrow f<\frac{N}{1+N}
$$

A natural question to ask is if there exists a periodic orbit for the SynchroniZation Algorithm when $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$ and $|D|>1$. To answer this question, we will extend the result of Theorem 5.3 to the more general case of $D$-unbalanced collections of beads.

Theorem 5.4 (Existence of a periodic orbit: necessity) Let
$\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$ and $|D|>1$. If along the trajectories of the Synchronization Algorithm the unbalanced synchrony is reached and bead $i$ meets bead $i-1$ at location $L_{i}(t)+\frac{D}{|D|} \delta$ with $\delta<\frac{2 \pi}{N}$, then $f<\frac{N /|D|}{1+N /|D|}$.

Proof. The proof parallels the one of Theorem 5.3. Without loss of generality let us assume $\sum_{i=1}^{N} d_{i}(t)=D<-1$. Every instant of time $|D|$ beads are unbalanced and $t^{-}-t^{+}$is the time each bead is unbalanced during a periodic orbit. By symmetry we can then conclude that $N \frac{\left(t^{-}-t^{+}\right)}{|D|}$ must be equal to a period, therefore equation (5.16) becomes:

$$
2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}=N \frac{\left(t^{-}-t^{+}\right)}{|D|}
$$

where $t^{-}-t^{+}=2 \frac{\delta}{\bar{\nu}} \frac{f}{1-f}$. Solving for $\delta$ we have:

$$
\delta=|D| \frac{2 \pi}{N^{2}} \frac{f}{1-f} .
$$

Imposing the constraint $\delta<\frac{2 \pi}{N}$ we can calculate the necessary condition for the existence of the periodic orbit in a $D$-unbalanced collection of beads:

$$
f<\frac{N /|D|}{1+N /|D|} .
$$

Note that the higher the ratio $|D| / N$ is, the smaller $f$ needs to be so that each bead spends enough time outside of its desired sweeping arc $\left[L_{i}(t), U_{i}(t)\right]$ but it does not get too far from it.

We will now prove that if $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$ with $D \in\{-1,+1\}$, and the initial condition is such that the collection of beads is close to unbalanced synchrony, then the Synchronization Algorithm will asymptotically steer the collection of beads to unbalanced synchrony. In particular we will prove that the interval between two consecutive times each bead passes by a point while moving in the same direction asymptotically approaches $2 \frac{2 \pi}{N} \frac{1}{\bar{\nu}}$, which is the period of the periodic orbit. This is just a consequence of the definition of unbalanced synchrony.

Theorem 5.5 (1-unbalanced synchrony convergence) Given
$D \in\{-1,+1\}$, assume that $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$, and that, for $i \in\{1, \ldots, N\}, \nu_{i}(0)=\nu_{i}(t)=\bar{\nu}>0, L_{i}(t)=L_{i}(0), U_{i}(t)=U_{i}(0)$, with $L_{i}(0)=U_{i-1}(0)$, and with $\operatorname{dist}_{c c}\left(L_{i}(0), L_{i+1}(0)\right)=\frac{2 \pi}{N}$. Let $\delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}<\frac{2 \pi}{N}$, and $\tilde{C}_{i}$ be the center of the counterclockwise arc $\left[L_{i}(0)+D \delta, U_{i}(0)+D \delta\right]$ for all $i \in\{1, \ldots, N\}$, i.e., $\tilde{C}_{i}(t)=L_{i}(t)+D \delta+\frac{\pi}{N}$. Let $T_{i}^{k}$ be the instant in which bead $i$ passed by $\tilde{C}_{i}$ for the $k$-th time and $T^{k}=\left[T_{1}^{k}, \ldots, T_{N}^{k}\right]^{T} \in \mathbb{R}^{N \times 1}$. Let us suppose that the collection of beads is sufficiently close to be unbalanced synchronized, that is (i) after any impact each bead i passes by $\tilde{C}_{i}$ before impacting again, (ii) the impacts occurs according to the impact sequence described in Remark 5.2. Then, along the trajectories of the Synchronization Algorithm:

$$
\lim _{k \rightarrow+\infty} T^{2 k}-T^{2(k-1)}=1 \frac{2}{\bar{\nu}} \frac{2 \pi}{N}
$$

that is, the collection of beads asymptotically reaches unbalanced synchrony.

Proof. Case (i) Let us suppose $\delta<\frac{\pi}{N}$, and $\sum_{i=1}^{N} d_{i}(0)=-1$. Let us suppose that bead $i-1$ and bead $i$ are moving towards each other and let $T_{i-1}^{k}$ and $T_{i}^{k}$ be the last time they passed by $\tilde{C}_{i-1}$ and $\tilde{C}_{i}$ with directions $d_{i-1}=+1$ and $d_{i}=-1$.

If the two beads are not in unbalanced sync they will not meet at $U_{i-1}-\delta$ but at $U_{i-1}-\delta-\Delta$, as shown in Figure 5.7. In order to calculate where and when


Figure 5.7. From top to bottom, the figure illustrates the position of $\tilde{C}_{i-1}, \tilde{C}_{i}$, and of $U_{i-1}-\delta-\Delta$ for $\delta<\frac{\pi}{N}$ and $\delta>\frac{\pi}{N}$.
the beads will impact we need to impose that $i$ and $i-1$ reach simultaneously $U_{i-1}-\delta-\Delta:$

$$
T_{i-1}^{k}+\left(\frac{\pi}{N}-\Delta\right) \frac{1}{\bar{\nu}}=T_{i}^{k}+\left(\frac{\pi}{N}-\delta\right) \frac{1}{\bar{\nu}}+\frac{(\delta+\Delta)}{f \bar{\nu}}
$$

This clearly holds because $i-1$ is traveling in its desired sweeping arc, therefore its speed is simply $\bar{\nu}$; on the other hand, bead $i$ initially travels in its arc but eventually leaves it and therefore its speed becomes $f \bar{\nu}$.

Solving for $\Delta$ we have:

$$
\begin{equation*}
\Delta=\frac{-f}{f+1} \bar{\nu}\left(T_{i}^{k}-T_{i-1}^{k}\right)+\frac{f-1}{f+1} \delta . \tag{5.17}
\end{equation*}
$$

Note that requiring $i$ and $i-1$ to be in unbalanced sync is equivalent to impose $\Delta=0$ which implies $T_{i}^{k}-T_{i-1}^{k}=\frac{f-1}{f} \frac{\delta}{\bar{\nu}}$. After impacting at $U_{i-1}-\delta-\Delta$, beads
$i-1$ and $i$ will change directions and head back towards $\tilde{C}_{i-1}$ and $\tilde{C}_{i}$, that they will reach at time $T_{i-1}^{k+1}$ and $T_{i}^{k+1}$ :

$$
\begin{aligned}
& T_{i-1}^{k+1}=T_{i-1}^{k}+2\left(\frac{\pi}{N}-\Delta\right) \frac{1}{\bar{\nu}} \\
& T_{i}^{k+1}=T_{i}^{k}+2\left(\frac{\pi}{N}+\Delta\right) \frac{1}{\bar{\nu}}
\end{aligned}
$$

Recalling equation (5.17) and rearranging the terms we have:

$$
\left[\begin{array}{c}
T_{i-1}^{k+1} \\
T_{i}^{k+1}
\end{array}\right]=M\left[\begin{array}{c}
T_{i-1}^{k} \\
T_{i}^{k}
\end{array}\right]+\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f}\left[\begin{array}{c}
1 \\
-1
\end{array}\right]+\frac{1}{\bar{\nu}} \frac{2 \pi}{N}\left[\begin{array}{c}
1 \\
1
\end{array}\right]
$$

where

$$
M=\left[\begin{array}{cc}
1-\frac{2 f}{f+1} & \frac{2 f}{f+1}  \tag{5.18}\\
\frac{2 f}{f+1} & 1-\frac{2 f}{f+1}
\end{array}\right] .
$$

Note that the dynamics matrix $M$ is doubly stochastic since $f \in] 0.5,1[$. Let $T^{k}=\left[T_{1}^{k}, \ldots, T_{N}^{k}\right]^{T}$, any time an impact between $i-1$ and $i$ occurs we have:

$$
\left[\begin{array}{c}
T_{1}^{k} \\
\vdots \\
T_{i-1}^{k+1} \\
T_{i}^{k+1} \\
\vdots \\
T_{N}^{k}
\end{array}\right]=A_{i-1}\left[\begin{array}{c}
T_{1}^{k} \\
\vdots \\
T_{i-1}^{k} \\
T_{i}^{k} \\
\vdots \\
T_{N}^{k}
\end{array}\right]+\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f} u_{i-1}+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} w_{i-1}
$$

where

$$
A_{i-1}=\left[\begin{array}{cccccc}
1 & 0 & \ldots & & & 0 \\
0 & \ddots & & & & 0 \\
\vdots & & M_{11} & M_{12} & & \vdots \\
\vdots & & M_{21} & M_{22} & & \vdots \\
& & & & \ddots & \\
0 & 0 & \ldots & & & 1
\end{array}\right], \quad u_{i-1}=\left[\begin{array}{c}
0 \\
\vdots \\
1 \\
-1 \\
\vdots \\
0
\end{array}\right], \quad w_{i-1}=\left[\begin{array}{c}
0 \\
\vdots \\
1 \\
1 \\
\vdots \\
0
\end{array}\right]
$$

and $M_{i j}$ are the entries of the matrix $M$ defined in equation (5.18). After any bead has met both its two neighbors we have:

$$
\begin{equation*}
T^{k+2}=\tilde{A} T^{k}+\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f} \tilde{U}+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} \tilde{W} \tag{5.19}
\end{equation*}
$$

where $\tilde{A}=\prod_{m=1}^{N} A_{j_{m}}, j_{m} \in\{1, \ldots, N\}$ (the value of $j_{m}$ depends on the order of the impacts), $\tilde{U}=\sum_{r=1}^{N}\left(\prod_{m=1+r}^{N} A_{j_{m}}\right) u_{j_{r}}$, and $\tilde{W}=\sum_{r=1}^{N}\left(\prod_{m=1+r}^{N} A_{j_{m}}\right) w_{j_{r}}$. Note that the matrix $\tilde{A}$ is ergodic doubly stochastic because the associated graph is connected and it is the product of doubly stochastic matrices. Furthermore, for all $k \in \mathbb{N}$ the dynamics matrix $\tilde{A}$ is actually constant because by assumption the order of the impacts is just like in Figure 5.5. Since the dynamics (5.19) is time invariant we can write the trajectory in closed-form:

$$
T^{2 k+1}=\tilde{A}^{k} T^{1}+\left(\sum_{j=1}^{k-1} \tilde{A}^{j}\right)\left(\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f} \tilde{U}+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} \tilde{W}\right)
$$

We can then calculate:

$$
T^{2 k+1}-T^{2(k-1)+1}=\left(\tilde{A}^{k}-\tilde{A}^{k-1}\right) T^{1}+\tilde{A}^{(k-1)}\left(\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f} \tilde{U}+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} \tilde{W}\right) .
$$

Since $\tilde{A}$ is ergodic and doubly stochastic, then $\lim _{k \rightarrow+\infty} \tilde{A}^{k}=\frac{11^{T}}{N}$ (see [30]), and therefore:

$$
\begin{aligned}
\lim _{k \rightarrow+\infty} T^{2 k+1}-T^{2(k-1)+1} & =\left(\frac{\mathbf{1 1}}{N}-\frac{\mathbf{1 1}}{N}\right) T^{1}+\frac{\mathbf{1 1} 1^{T}}{N}\left(\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f} \tilde{U}+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} \tilde{W}\right) \\
& =\frac{\mathbf{1 1}}{N} \sum_{r=1}^{N}\left(\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f} \prod_{m=1+r}^{N} A_{j_{m}} u_{j_{r}}+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} \prod_{m=1+r}^{N} A_{j_{m}} w_{j_{r}}\right) \\
& =\frac{2 \delta}{\bar{\nu}} \frac{1-f}{f} \sum_{r=1}^{N}\left(\frac{\mathbf{1 1}^{T}}{N} u_{j_{r}}\right)+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} \sum_{r=1}^{N}\left(\frac{\mathbf{1 1}^{T}}{N} w_{j_{r}}\right) \\
& =0+\frac{1}{\bar{\nu}} \frac{2 \pi}{N} \sum_{r=1}^{N} 2 \frac{\mathbf{1}}{N} \\
& =\frac{2}{\bar{\nu}} \frac{2 \pi}{N}
\end{aligned}
$$

The third equality holds because $\mathbf{1}^{T} A_{j_{m}}=\mathbf{1}^{T}$ for all $j_{m} \in\{1, \ldots, N\}$ since $A_{j_{m}}$ is doubly stochastic, while the fourth equality holds because $\mathbf{1}^{T} u_{j_{r}}=0$ and $\mathbf{1}^{T} w_{j_{r}}=2$ for all $j_{r} \in\{1, \ldots, N\}$.

Case (ii) Let us now suppose $\delta \geq \frac{\pi}{N}$. To calculate where beads $i-1$ and $i$ will impact we need to solve (see Figure 5.7):

$$
T_{i-1}^{k}+\left(\delta-\frac{\pi}{N}\right) \frac{1}{h \bar{\nu}}+\left(\frac{2 \pi}{N}-\delta-\Delta\right) \frac{1}{\bar{\nu}}=T_{i}^{k}+\left(\frac{\pi}{N}+\Delta\right) \frac{1}{f \bar{\nu}},
$$

solving for $\Delta$ we have:

$$
\begin{equation*}
\Delta=\frac{-f}{f+1} \bar{\nu}\left(T_{i}^{k}-T_{i-1}^{k}\right)+\frac{f-1}{f+1} \delta, \tag{5.20}
\end{equation*}
$$

just like for case (i). After impacting at $U_{i-1}-\delta-\Delta$ beads $i-1$ and $i$ will change directions and head back towards $\tilde{C}_{i-1}$ and $\tilde{C}_{i}$. We can now calculate $T_{i-1}^{k+1}$ and $T_{i}^{k+1}:$

$$
\begin{aligned}
& T_{i-1}^{k+1}=T_{i}^{k}+2\left(\frac{\pi}{N}+\Delta\right) \frac{1}{\bar{\nu}} \\
& T_{i}^{k+1}=T_{i}^{k}+2\left(\frac{\pi}{N}-\Delta\right) \frac{1}{\bar{\nu}}
\end{aligned}
$$

The dynamics of $T_{i-1}$ and $T_{i}$ are just like in case (i), therefore the analysis and conclusion of case (i) are valid also for case (ii).

### 5.6 Simulations

In this section we present simulations obtained by implementing the Synchronization Algorithm on balanced and unbalanced collection of beads.

### 5.6.1 Balanced collection of beads

As we have seen in Section 5.5.2, it can be proved that the Synchronization AlGorithm would allow the beads to get in sync if for all $i \in\{1, \ldots, N\}, \nu_{i}(0)=$ $\bar{\nu}>0, \operatorname{dist}_{\mathrm{cc}}\left(L_{i}(0), L_{i+1}(0)\right)=\frac{2 \pi}{N}, \operatorname{dist}_{\mathrm{cc}}\left(L_{i}(0), U_{i}(0)\right)=\frac{2 \pi}{N}$, and $d_{i}(0)=-d_{j}(0)$ for $j \in\{i-1, i+1\}$. But, extensive simulations have suggested the possibility that the basin of attraction of the periodic orbit is indeed much larger.

Conjecture 1 (Balanced collection: global basin of attraction) Let $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{0-\text { bal }}$. Let $T_{i}^{k}$ be the last instant in which bead $i$ passed by the center of its desired sweeping arc before time $t$ and $T^{k}=\left[T_{1}^{k}, \ldots, T_{N}^{k}\right]^{T} \in$ $\mathbb{R}^{N \times 1}$, then, along the trajectories of the Synchronization Algorithm:

$$
\lim _{k \rightarrow+\infty}\left\|T^{k}-\frac{\mathbf{1}^{T} T^{k}}{N} \mathbf{1}\right\|=0
$$

In what follows we present the simulation results obtained by implementing the Synchronization Algorithm with $N=8$ beads, beads are randomly positioned on $\mathbb{T}, \nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right], d_{1}(0)=d_{2}(0)=d_{4}(0)=$ $d_{6}(0)=+1$ and $f=0.7$.

Figure 5.8 shows the positions of the eight beads vs time. Clearly, asymptotically each bead meets its neighbor at the same location on the circle, reaching synchrony.

Figure 5.9 shows $\max _{i} \nu_{i}(t)-\min _{i} \nu_{i}(t)$, which is a measure of disagreement of the nominal speeds. As expected the disagreement goes to zero asymptotically.

In Figure 5.10, the positions and the desired sweeping arc boundaries for bead $i=5$ are illustrated. The solid line represents $\theta_{5}(t)$, the dash-dot line represents $L_{i}(t)$, and the thicker solid line represents $U_{5}(t)$. The distance dist ${ }_{c \mathrm{cc}}\left(L_{5}(t), U_{5}(t)\right)$
asymptotically approaches $360 / N=45$ degrees.


Figure 5.8. This figure shows $\theta_{i}$ vs time, obtained by implementing the Synchronization Algorithm with $N=8$ beads, the beads are randomly positioned on $\mathbb{T}, \nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right], d_{1}(0)=d_{2}(0)=d_{4}(0)=d_{6}(0)=+1$, and $f=0.7$. The positions of the beads $2,4,6,8$ are represented by solid lines, while the dash line, dash-dot line, point line, and thicker dash line represent the positions of beads $1,3,5,7$.

### 5.6.2 Unbalanced collection of beads

In Theorem 5.5 we have proved that if $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D \text {-unbal }}$ with $D \in\{-1,+1\}$, and if the collection of beads is close to be in unbalanced synchrony, then the Synchronization Algorithm will steer the collection to


Figure 5.9. This figure shows $\max _{i} \nu_{i}-\min _{i} \nu_{i}$ vs time, obtained by implementing the Synchronization Algorithm with $N=8$ beads, the beads are randomly positioned on $\mathbb{T}$, $\nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right], d_{1}(0)=d_{2}(0)=d_{4}(0)=$ $d_{6}(0)=+1$, and $f=0.7$.
synchrony. Also in this case, extensive simulations have suggested that the basin of attraction of the periodic orbit might be much larger.

Conjecture 2 (1-unbalanced collection: global basin of attraction) Let $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$ with $D \in\{-1,+1\}$. Let $\delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}<\frac{2 \pi}{N}$, and $\tilde{C}_{i}(t)$ be the center of the counterclockwise $\operatorname{arc}\left[L_{i}(t)+D \delta, U_{i}(t)+D \delta\right]$ for all $i \in\{1, \ldots, N\}$, i.e., $\tilde{C}_{i}(t)=L_{i}(t)+D \delta+\frac{1}{2} \operatorname{dist}_{c c}\left(L_{i}(t)+D \delta, U_{i}(t)+D \delta\right)$. Let $T_{i}^{k}$ be the instant in which bead $i$ passed by $\tilde{C}_{i}$ for the $k$-th time and $T^{k}=$ $\left[T_{1}^{k}, \ldots, T_{N}^{k}\right]^{T} \in \mathbb{R}^{N \times 1}$, then, along the trajectories of the Synchronization AlGORITHM:

$$
\lim _{k \rightarrow+\infty} T^{2 k}-T^{2(k-1)}=\mathbf{1} \frac{2}{\bar{\nu}} \frac{2 \pi}{N}
$$



Figure 5.10. This figure shows $\theta_{5}(t)$ (solid line), $U_{5}(t)$ (thicker solid line), and $L_{5}(t)$ (dash-dot line), obtained by implementing the Synchronization AlGORITHM with $N=8$ beads, the beads are randomly positioned on $\mathbb{T}$, $\nu_{i}(0)$ uniformly distributed in $] 0,1], d_{1}(0)=d_{2}(0)=d_{4}(0)=d_{6}(0)=+1$, and $f=0.7$. that is, the collection of beads asymptotically reaches unbalanced synchrony.

In what follows we present the simulation results obtained by implementing the Synchronization Algorithm with $N=7$ beads, the beads are randomly positioned on $\mathbb{T}$, $\nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right], d_{1}(0)=d_{4}(0)=d_{5}(0)=$ $d_{7}(0)=-1$, that is the collection of beads is $D$ unbalanced with $D=-1$, and $f=0.6$. Note that $f<\frac{N}{1+N}=\frac{7}{8}$.

Figure 5.11 shows the positions of the seven beads vs time. Clearly, asymptotically each bead meets its neighbor at the same location on the circle, reaching synchrony.

In Figure 5.12, the positions and the desired sweeping arc boundaries for bead $i=3$ are illustrated. The solid line represents $\theta_{3}(t)$, the dash-dot line represents $L_{3}(t)$, and the thicker solid line represents $U_{3}(t)$. The distance dist ${ }_{c c}\left(L_{3}(t), U_{3}(t)\right)$ asymptotically approaches $360 / N \approx 51.42$ degrees.


Figure 5.11. This figure shows $\theta_{i}$ vs time, obtained by implementing the SyNchronization Algorithm with $N=7$ beads, the beads are randomly positioned on $\mathbb{T}$, $\nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right], d_{1}(0)=d_{4}(0)=d_{5}(0)=d_{7}(0)=$ -1 , and $f=0.6$. The positions of the beads $2,4,6$ are represented by solid lines, while the dash line, dash-dot line, point line, and thicker dash line represent the positions of beads $1,3,5,7$.


Figure 5.12. This figure shows $\theta_{3}(t)$ (solid line), $U_{3}(t)$ (thicker solid line), and $L_{3}(t)$ (dash-dot line), obtained by implementing the Synchronization AlGORITHM with $N=7$ beads, the beads are randomly positioned on $\mathbb{T}$, $\nu_{i}(0)$ uniformly distributed in $] 0,1], d_{1}(0)=d_{4}(0)=d_{5}(0)=d_{7}(0)=-1$, and $f=0.6$.

For the more general case of $D$-unbalanced collections with $N>|D|>1$, Theorem 5.4 states that $f<\frac{N /|D|}{1+N /|D|}$ is just a necessary condition for the existence of a period orbit, along which, $i$ and $i-1$ meet always at $L_{i}+\frac{D}{|D|} \delta$, with $\delta<\frac{2 \pi}{N}$. We conjecture that (i) $f<\frac{N /|D|}{1+N /|D|}$ is also sufficient for the existence of a periodic orbit in the most general case of $|D|>1$, and (ii) the Synchronization Algorithm will steer the collection of $D$-unbalanced beads to synchrony.

Conjecture 3 (D-unbalanced collection: existence of periodic orbit) Let $\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}, \nu_{i}(t)=\bar{\nu}, \operatorname{dist}_{c c}\left(L_{i}(0), L_{i+1}(0)\right)=\frac{2 \pi}{N}$ for all $i \in\{1, \ldots, N\}$. If and only if $\frac{1}{2}<f<\frac{N}{1+N}$, then there exists a periodic orbit, for the Synchronization Algorithm, along which each bead $i$ always impacts with $i-1$ at $L_{i}(0)+D \delta$, where $\delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}<\frac{2 \pi}{N}$.

Conjecture 4 (D-unbal. collection: global basin of attraction) Let
$\left\{\left(\theta_{i}(0), x_{i}(0)\right)\right\}_{i \in\{1, \ldots, N\}} \in \mathcal{A}_{D-\text { unbal }}$ with $N>|D|>1, \delta=\frac{2 \pi}{N^{2}} \frac{f}{1-f}<\frac{2 \pi}{N}$, and $\tilde{C}_{i}(t)$ be the center of the counterclockwise arc $\left[L_{i}(t)+D \delta, U_{i}(t)+D \delta\right]$ for all $i \in$ $\{1, \ldots, N\}$, i.e., $\tilde{C}_{i}(t)=L_{i}(t)+D \delta+\frac{1}{2} \operatorname{dist}_{c c}\left(L_{i}(t)+D \delta, U_{i}(t)+D \delta\right)$. Let $T_{i}^{k}$ be the instant in which bead $i$ passed by $\tilde{C}_{i}$ for the $k$-th time and $T^{k}=\left[T_{1}^{k}, \ldots, T_{N}^{k}\right]^{T} \in$ $\mathbb{R}^{N \times 1}$, then, along the trajectories of the Synchronization Algorithm:

$$
\lim _{k \rightarrow+\infty} T^{2 k}-T^{2(k-1)}=1 \frac{2}{\bar{\nu}} \frac{2 \pi}{N}
$$

that is, the collection of beads asymptotically reaches unbalanced synchrony.

In what follows we present the results of two simulations (figures 5.13, 5.14, and $5.15,5.16$ ) obtained by implementing the Synchronization Algorithm with a collection of $N=12$ beads which are $D$-unbalanced with $D=-2$, the beads are randomly positioned on $\mathbb{T}, \nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right]$. Note that according to our conjectures $f<\frac{N /|D|}{1+N /|D|}=\frac{6}{7} \approx 0.857$ has to hold in order to reach unbalanced synchrony. In the first simulation $f=0.84$, while in the second simulation $f=0.87$, therefore we expect to the collection of beads to be in sync asymptotically in the first simulation but not in the second one.

Figure 5.13 shows the positions of the seven beads vs time. Clearly, asymptotically each bead meets its neighbor at the same location on the circle, reaching synchrony, because $f=0.84<\frac{6}{7}$.

In Figure 5.14, the positions and the desired sweeping arc boundaries for bead $i=3$ are illustrated. The solid line represents $\theta_{3}(t)$, the dash-dot line represents $L_{3}(t)$, and the thicker solid line represents $U_{3}(t)$. The distance dist ${ }_{c c}\left(L_{3}(t), U_{3}(t)\right)$ asymptotically approaches $360 / N=30$ degrees.

Figure 5.15 shows the positions of the seven beads vs time. Clearly synchrony is not reached.

In Figure 5.16, the positions and the desired sweeping arc boundaries for bead $i=3$ are illustrated. The solid line represents $\theta_{3}(t)$, the dash-dot line represents $L_{3}(t)$, and the thicker solid line represents $U_{3}(t)$. The distance dist ${ }_{c c}\left(L_{3}(t), U_{3}(t)\right)$ asymptotically approaches $360 / N=30$ degrees.

### 5.7 Summary

We presented and analyzed an algorithm that synchronizes a collection of $N$ agents or beads, moving on a ring, so that each bead patrols only a sector of the ring. The algorithm is distributed and requires that two agents exchange information only when they meet. We proved that the proposed algorithm allows the agents to reach the desired steady state for certain initial conditions. Simulations show convergence to the desired steady state for a larger set of initial conditions.


Figure 5.13. This figure shows $\theta_{i}$ vs time, obtained by implementing the SynChronization Algorithm with $N=12$ beads, the beads are randomly positioned on $\mathbb{T}$, $\nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right], d_{1}(0)=d_{2}(0)=d_{4}(0)=d_{6}(0)=$ $d_{7}(0)=d_{9}(0)=d_{12}(0)=-1$, and $f=0.84$. The positions of the beads $2,4,6,8,10,12$ are represented by solid lines, while the dash line, dash-dot line, point line, and thicker dash line represent the positions of beads $1,3,5,7,9,11$.


Figure 5.14. This figure shows $\theta_{3}(t)$ (solid line), $U_{3}(t)$ (thicker solid line), and $L_{3}(t)$ (dash-dot line), obtained by implementing the Synchronization AlGORITHM with $N=12$ beads, the beads are randomly positioned on $\mathbb{T}, \nu_{i}(0)$ uniformly distributed in $] 0,1], d_{1}(0)=d_{2}(0)=d_{4}(0)=d_{6}(0)=d_{7}(0)=d_{9}(0)=$ $d_{12}(0)=-1$, and $f=0.84$.


Figure 5.15. This figure shows $\theta_{i}$ vs time, obtained by implementing the Synchronization Algorithm with $N=12$ beads, the beads are randomly positioned on $\mathbb{T}$, $\nu_{i}(0)$ uniformly distributed $\left.\left.\in\right] 0,1\right], d_{1}(0)=d_{4}(0)=d_{6}(0)=d_{7}(0)=$ $d_{8}(0)=d_{9}(0)=d_{10}(0)=-1$, and $f=0.87$. The positions of the beads $2,4,6,8,10,12$ are represented by solid lines, while the dash line, dash-dot line, point line, and thicker dash line represent the positions of beads $1,3,5,7,9,11$.


Figure 5.16. This figure shows $\theta_{3}(t)$ (solid line), $U_{3}(t)$ (thicker solid line), and $L_{3}(t)$ (dash-dot line), obtained by implementing the Synchronization AlGORITHM with $N=12$ beads, the beads are randomly positioned on $\mathbb{T}, \nu_{i}(0)$ uniformly distributed in $] 0,1], d_{1}(0)=d_{4}(0)=d_{6}(0)=d_{7}(0)=d_{8}(0)=d_{9}(0)=$ $d_{10}(0)=-1$, and $f=0.87$.

## Chapter 6

## Conclusions

In this thesis we addressed the problem of approximating and patrolling a planar contour by a fleet of autonomous vehicles with limited communication capabilities. We proposed and proved the correctness of distributed algorithms that will enable the autonomous vehicles to perform such tasks.
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## Appendix A

## Metzler matrices

We begin by introducing some definitions and notations taken from Chapter 5 in [12]. For $A \in \mathbb{R}^{n \times m}$, we let $A \succ(\succeq) 0$ denote that the elements of $A$ are positive (resp. non-negative). For $A \in \mathbb{R}^{n \times n}$, we let $A>($ resp. $\geq) 0$ denote that the matrix $A$ is positive definite (resp. positive semidefinite) and we let $\rho(A)$ be the spectral radius of $A$.

Definition A. 1 1. A square matrix is said to be of class $Z$ if all of its offdiagonal elements are non-positive.
2. A square matrix $A$ of class $Z$ is said to belong to class $K$ if there exits a matrix $C \succeq 0$ and a number $k>\rho(C)$ such that $A=k I-C$.
3. A square matrix $A$ of class $Z$ is said to belong to class $K_{o}$ if there exists a matrix $C \succeq 0$ and a number $k \geq \rho(C)$ such that $A=k I-C$.

Matrices of class $K$ and $K_{o}$ are called M-matrices (Metzler matrices). Note that equivalent definitions of matrices of class $K$ and $K_{o}$ are provided in [12].

We briefly recall that a matrix $A$ is irreducible if and only if its associated directed graph is strongly connected. The following theorem presents a few useful properties of these matrices.

Theorem A. 1 1. If $A \in Z$ and if there exists $x \succ 0$ such that $A x \succeq 0$, then $A \in K_{o}$.
2. If $A \in \mathbb{R}^{n \times n}$ belongs to the class $K_{o}$, is irreducible and singular, then there exists $u \succ 0$ such that $A u=0$. Moreover, $\operatorname{rank}(A)=n-1$.
3. If $A \in K_{o}$, then every eigenvalue of $A$ has nonnegative real part.

Theorem A. 1 is proved in Theorem 5.11, 5.8 and 5.3 in [12], respectively.
Next we present an application of these concepts. For $\beta \in] 0,1]$, let $c_{i} \in[\beta, 1]$ for all $i \in\{1, \ldots, n\}$, and define the $n \times n$ square matrices

$$
A\left(c_{1}, \ldots, c_{n}\right)=\left[\begin{array}{ccccc}
-c_{1}-c_{2} & c_{2} & 0 & \ldots & c_{1} \\
c_{2} & -c_{2}-c_{3} & c_{3} & \ldots & 0 \\
\vdots & & \ddots & & \vdots \\
c_{1} & 0 & \ldots & c_{n} & -c_{n}-c_{1}
\end{array}\right]
$$

These matrices have the following useful properties.

Lemma A. 1 The matrices $A\left(c_{1}, \ldots, c_{n}\right)$ have rank $n-1$ and their eigenvalues have non-positive real part.

Proof. Let $M=-A\left(c_{1}, \ldots, c_{n}\right)$ so that $M \in Z$. By Theorem A.1(i) with $x=1$, it can be seen that $M \in K_{o}$. Moreover $M$ is irreducible because represents a strongly connected graph, and singular because $M \mathbf{1}=0$. We can then apply

Theorem A.1(ii) which proves that the origin is an eigenvalue of $M$ with multiplicity 1. With Theorem A.1(iii) finally it can be proved that $M$ is positive semidefinite which implies that $A\left(c_{1}, \ldots, c_{n}\right)$ is negative semidefinite.


[^0]:    ${ }^{1}$ A node $i$ is connected to a node $j \neq i$ in a directed graph if there exists an oriented path from $i$ to $j$ in the directed graph.

