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Abstract

Network systems: Social networks, Epidemics, Optimization and Contraction Theory

by

Pedro A. Cisneros

In this thesis, I will first present mathematical models that explain the evolution of interpersonal relationships in a social network, represented by a signed graph, converging to structures that have a long history in sociology - namely, structural and clustering balance. Then, I will present a simple model for the evolution of opinions over signed graphs, including the aforementioned special structures. Then, I will present an important phenomenon that occurs on the susceptible-infected-susceptible (SIS) model of epidemics: the emergence of a new epidemic domain of bistability when higher-order interaction among individuals are considered on the contact network. Then, I will present an algorithm for the computation of Wasserstein barycenters, and show a connection with the theory of opinion dynamics. Finally, the last part of this thesis is devoted to the study and application of contraction theory, an important tool that certifies incremental stability. We study its expansion to dynamical systems on Hilbert spaces, as well as its application to various optimization problems and settings.
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Chapter 1

Structural Balance via Gradient Flows over Signed Graphs

1.1 Introduction

Problem description and motivation

Signed graphs represent networked systems with interactions classified as positive or negative, e.g., cooperation or antagonism, promotion or inhibition, attraction or repulsion. Such graphs naturally arise in diverse fields, e.g., political science [88], communication studies [103] and biology [106]. In sociology [69, 62], they are used to represent friendly or antagonistic relationships, whereby signed edges may be interpreted as interpersonal sentiment appraisals. In the work by Heider [76], each individual appraises all other individuals either positively (friends, allies) or negatively (enemies, rivals). Heider postulated four famous axioms: (i) “the friend of a friend is a friend,” (ii) “the enemy of a friend is an enemy,” (iii) “the friend of an enemy is an enemy,” and (iv) “the enemy of an enemy is a friend.” Violations of these axioms lead to cognitive tensions and disso-
nances that the individuals strive to resolve; in this sense, Heider’s axioms are consistent with the general theory of cognitive dissonance [67]. A signed network satisfying Heider’s axioms is called structurally balanced and can have only two possible configurations: either all of its members have positive relationships with each other and become a unique faction, or there exist two factions in which members of the same faction are friends but enemies with every other member in the other faction. We refer to [69, 62] for textbook treatment and to [177] for a recent comprehensive survey.

Whereas Heider’s theory describes the qualitative emergence of structural balance as the result of tension-resolving cognitive mechanisms, it does not provide a quantitative description of these mechanisms and dynamic models explaining the emergence of balance. The aim to fill this gap has given rise to the important research area of dynamic structural balance. The Kulakowski et al. [97] model postulates an influence process, whereby any individual \(i\) updates her appraisal of individual \(j\) based on what others positively or negatively think about \(j\). The Traag et al. [164] model postulates a homophily process, whereby any individual \(i\) updates her appraisal of \(j\) according to how much she agrees with \(j\) on the appraisals of their common acquaintances. Both models explain convergence to structural balance under certain assumptions on the initial state (see below for more information). Remarkably, both models assume the existence of so-called self-appraisals (loops in the signed graph) that strongly influence the system dynamics. Self-appraisals can be interpreted as individuals’ positive or negative opinions of themselves.

A second line of research, consistent with dissonance theory, has focused on formulating social balance via appropriate energy functions. The work [120] proposes an energy function for binary appraisal matrices with global minima that represent structurally stable configurations; it is argued that a dynamic structural balance model should aim to navigate through this energy landscape and look for its minima. Some models
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(e.g., [14, 15]) were designed precisely to achieve this task. The work [63] computes a
distance to balance via a combinatorial optimization problem, inspired by Ising models.

The purpose of this paper is threefold. First, we aim to propose a more parsimonious
model of the influence process establishing structural balance, that is, a model without
self-appraisal weights. Our argument for dropping these variables is that balance theory
axioms do not include self-appraisals, and the inclusion of such appraisals amounts to
an additional assumption and introduces unnecessary complexities. Second, we aim to
connect the literature on dynamic structural balance with the literature treating social
balance as an optimization problem. Finally, we aim to emphasize through numerical
simulations that our parsimonious model does not suffer from a key limitation present
in the Kulakowski et al. model, namely that the Kulakowski et al. model cannot predict
the emergence of structural balance from asymmetric initial configurations.

Further comments on the state of the art

We now present a summary of the current literature on dynamic structural balance.
Historically, the first models appeared in the physics community [14, 15, 147]. These
models borrowed some concepts from statistical physics and had the particularity of
assuming that the appraisals between individuals are binary valued (either +1 or −1).
At the same time, they rely on hard-wired random mechanisms for the asynchronous
updates of the appraisals that lack a sociological insightful interpretation.

Another type of proposed models is based on discrete- and continuous-time dynamical
systems with real-valued appraisals. The seminal models of this kind are due to
Kulakowski et al. [97] (later analyzed more formally by [119]) and Traag et al. [164].
Models with real-valued appraisals capture not only signs, but also magnitudes of positi-
ve or negative sentiments. All these models adopt synchronous updating and stipu-
late sociological meaningful rules for the updating of appraisals, based on either influ-
ence or homophily processes. The following facts are known about the Kuklakowski et al. influence-based and the Traag et al. homophily-based models: the set of well-behaved initial conditions that lead the social network towards social balance for the first model is a subset of the set of normal matrices, while the second model can work under generic initial conditions. Similar results are obtained by [122] for two discrete-time models based on influence and homophily respectively: influence-based processes do not perform well under generic initial conditions (in contrast to the homophily-based processes). Finally, only the models proposed in [122] and a variation of the model by Kuklakowski et al. proposed in the early work [97], have a bounded evolution of appraisals, whereas the others have finite escape time.

Recent work has also started to focus on dynamic models for other relevant configuration of signed graphs, e.g., configurations that satisfy only a subset of the four Heider’s axioms. The work [70] provides a parsimonious model explaining the emergence of a generalized version of structural balance from any initial configuration; this model is based on an influence process of positive contagion whereby influence is accorded only to positively-appraised individuals. A second model in this area is proposed by [92]. Finally, there has been a third type of models that propose the emergence of structural balance or other generalized balance structures for undirected graphs from a game theoretical perspective [167, 115, 43].

Contributions

First of all, we contribute by proposing two new dynamic models that do not adopt the long-standing assumption of self-appraisals and describe the evolution of signed networks without self-loops. We argue that the introduction of self-weights is poorly justified and that a model without them is a more faithful representation of Heider’s theory. The first model, called the pure-influence model, is a modification of the classic model by
Kulakowski et al. which is obtained by eliminating self-appraisals (and thus reducing the system’s dimension). Analysis of its convergence properties reduces to the analysis of our second model, called the projected pure-influence model, which arises as a projection of the first model onto the unit sphere. This second model has a self-standing interest, since it enjoys bounded evolution of the appraisals, while the first model shares the finite escape time property of the classic model by Kulakowski et al.

Our second contribution is to build a bridge between dynamic structural balance and structural balance as an optimization problem. We propose an energy function inspired by [120], namely the dissonance function, which measures the degree at which Heider’s axioms are violated among the individuals of a social network. We show that this energy function has global minima that correspond to signed graphs satisfying structural balance in the case of real-valued appraisals (restricted on the unit sphere). Moreover, we show that our (projected) pure-influence model is the gradient system of the dissonance function in the case of undirected signed graphs, and hence the critical points of the dissonance function are the equilibria of our dynamical system. Thus, we establish a novel connection between dynamic structural balance and the characterization of structural balance as the minima of an energy function. Remarkably, our derivations show that this property of our models is enabled by the elimination of self-appraisals. Thus, the models contributed in this paper may be considered as both an interpersonal influence process and an extremum seeking dynamics for the dissonance function.

Our third and more detailed contribution is the mathematical analysis of the projected pure-influence model in the cases where the initial appraisal matrix is symmetric. In particular, we provide a complete characterization of the critical points of the dissonance function (i.e., the equilibrium points of the projected pure-influence model). This characterization relies upon a special submanifold of the Stiefel manifold and its properties. Along with the characterization of the critical points, we analyze their local stability
properties and provide some results on convergence towards structural balance.

Our final contribution is a Monte Carlo numerical study of the convergence of our models to structural balance under generic initial conditions in both the symmetric and the asymmetric case. For the symmetric case, our numerical result is comparable to, but stronger than, what has already been proved for the Kulakowski et al. model: our models converge to structural balance under generic symmetric initial conditions. One key advantage of our models, as compared with those by Kulakowski et al., is that convergence to structural balance emerges under generic asymmetric initial conditions. Based on these numerical results, we formulate relevant conjectures.

Paper organization

Section 6.2 presents preliminary concepts. Section 1.3 presents our models and shows they are gradient flows. Section 1.4 and Section 1.5 contain an analysis of equilibria and important convergence results, respectively. Section 1.6 contains numerical results and conjectures. Finally, Section 1.7 contains some concluding remarks.

1.2 Preliminaries

1.2.1 Signed weighted digraphs

Given an $n \times n$ matrix $X = (x_{ij})$ with entries taking values in $[-\infty, \infty]$, let $G(X)$ denote the signed directed graph where the directed edge $i \to j$ exists if and only if $x_{ij} \neq 0$, and $x_{ij}$ represents its signed weight. The directed graph $G(X)$ is complete if $X$ has no zero entries, except for the main diagonal. $G(X)$ has no self-loops if and only if $X$ has zero diagonal entries. Let $x_\ast$ denote the $i$th row of the matrix $X$ and $x_{\ast i}$ the $i$th column of the matrix $X$. Let $\text{sign}(X) = (\text{sign}(x_{ij}))$, where $\text{sign} : [-\infty, \infty] \to \{-1, 0, +1\}$
is as usual
\[
\text{sign}(x) = \begin{cases} 
-1, & \text{if } x < 0, \\
0, & \text{if } x = 0, \\
+1, & \text{if } x > 0.
\end{cases}
\]

Given a sequence \(a_1, \ldots, a_n\), let \(B = \text{diag}(a_1, \ldots, a_n)\) denote the diagonal \(n \times n\) matrix \((b_{ij})\), where \(b_{ii} = a_i\) and \(b_{ij} = 0\) for \(i \neq j\). For an \(n \times n\) matrix \(X\), define \(\text{diag}(X) = \text{diag}(x_{11}, \ldots, x_{nn})\). For a vector \(v \in \mathbb{R}^n\), define \(\text{diag}(v) = \text{diag}(v_1, \ldots, v_n)\). Let \(0_n\) denote the \(n \times 1\) vector of zeros, and \(0_{n \times n}\) the \(n \times n\) matrix with zero entries.

Let \(\succ\) and \(<\) denote “entry-wise greater than” and “entry-wise less than,” respectively.

A triad (if it exists) is a cycle between three nodes in \(G(X)\). The sign of a triad is defined by the sign of the product of the weights composing a triad. For example, the triad \(i \to j \to k \to i\) has sign \(\text{sign}(x_{ij}x_{jk}x_{ki})\).

A real-valued matrix \(Z\) is irreducible if its graph \(G(Z)\) is strongly connected (a directed path between every two nodes exists) and reducible otherwise. If \(Z\) is reducible, a permutation matrix \(P\) exists such that the matrix
\[
PZP^\top = \begin{bmatrix}
Z_1 & * & \ldots & * \\
0 & Z_2 & \ldots & * \\
\vdots & & & \\
0 & & & Z_k
\end{bmatrix}
\]
is upper-triangular with irreducible blocks \(Z_i\) (some of them can be \(1 \times 1\) matrices). If \(Z = Z^\top\), the latter matrix is block-diagonal matrix \(PZP^\top = \text{diag}(Z_1, \ldots, Z_k)\) and the graphs \(G(Z_i)\) are the connected components of the graph \(G(Z)\).
1.2.2 Sets of matrices and the Frobenius inner product

Given two matrices \( A, B \in \mathbb{R}^{n \times n} \), their Frobenius inner product is defined by \( \langle A, B \rangle_F = \text{trace}(B^T A) \); the induced norm is \( \| A \|_F = \sqrt{\langle A, A \rangle_F} \). Some important properties for the trace operator are: \( \text{trace}(A) = \text{trace}(A^T) \), \( \text{trace}(AB) = \text{trace}(BA) \), and, for all \( d \in \mathbb{N} \), \( \text{trace}(A^d) = \sum_{i=1}^{n} \lambda_i^d \) where \( \lambda_1, \ldots, \lambda_n \) are the eigenvalues of \( A \).

Let \( \mathbb{R}^{n \times n}_{\text{zero-diag}} \) be the set of \( n \times n \) real matrices with zero diagonal entries, and \( \mathbb{R}^{n \times n}_{\text{zero-diag, symm}} \) be the set of symmetric matrices belonging to \( \mathbb{R}^{n \times n}_{\text{zero-diag}} \). Let \( S^{n \times n} \) be the unit sphere in \( \mathbb{R}^{n \times n} \), that is \( A \in S^{n \times n} \) if and only if \( A \in \mathbb{R}^{n \times n} \) with \( \| A \|_F = 1 \). Similarly, we define the sets \( S^{n \times n}_{\text{zero-diag}} = \mathbb{R}^{n \times n}_{\text{zero-diag}} \cap S^{n \times n} \) and \( S^{n \times n}_{\text{zero-diag, symm}} = \mathbb{R}^{n \times n}_{\text{zero-diag, symm}} \cap S^{n \times n} \).

Let \( \mathbb{R}^{n \times n}_{\text{diag}} \) be the set of all real diagonal matrices and \( \mathbb{R}^{n \times n}_{\text{sk-symm}} \) be the set of all skew-symmetric matrices. Then, we have the following orthogonal decomposition of \( \mathbb{R}^{n \times n} \) equipped with the Frobenius inner product:

\[
\mathbb{R}^{n \times n} = \mathbb{R}^{n \times n}_{\text{sk-symm}} \oplus \mathbb{R}^{n \times n}_{\text{zero-diag, symm}} \oplus \mathbb{R}^{n \times n}_{\text{diag}}. \tag{1.1}
\]

1.2.3 A review on structural balance

Throughout the paper we deal with social networks composed of \( n \geq 3 \) individuals, although the definition of structural balance (Definition 1.2.3) is formally applicable to the case of degenerate networks with \( n = 1 \) or \( n = 2 \) nodes.

Definition 1.2.1 (Appraisal matrix and network) We let the entry \( x_{ij} \) of the matrix \( X \in \mathbb{R}^{n \times n} \) denote the appraisal (or qualitative evaluation) held by individual \( i \) of individual \( j \). The sign of \( x_{ij} \) indicates if the relationship is positive (+1), negative (−1) or of indifference (0). The magnitude of \( x_{ij} \) indicates the strength of the relationship. \( x_{ii} \) can be interpreted as \( i \)'s self-appraisal. We call \( X \) the appraisal matrix, and \( G(X) \) the appraisal network.
**Definition 1.2.2 (Heider’s axioms and social balance notions)** The Heider’s axioms are

\( H1 \) A friend of a friend is a friend,

\( H2 \) An enemy of a friend is an enemy,

\( H3 \) A friend of an enemy is an enemy,

\( H4 \) An enemy of an enemy is a friend.

An appraisal network \( G(X) \) is structurally balanced in Heider’s sense, if it is complete and satisfies axioms \( [H1, H4] \).

Consider a complete appraisal network \( G(X) \). We call a faction any group of agents whose members positively appraise each other. We say two factions are antagonistic if every representative from one faction negatively appraise every representative of the other faction. It can be shown \([76, 74, 38]\) that Heider’s structural balance condition for \( G(X) \) with \( n \geq 3 \) nodes holds if and only if either the individuals constitute a single faction or can be partitioned into two antagonistic factions. The possession of the latter property may thus be considered as an alternative definition of structural balance (and is formally applicable to graphs without triads).

**Definition 1.2.3 (Structural balance)** A complete appraisal network \( G(X) \) is said to satisfy structural balance, if \( G(X) \) is composed by one faction or two antagonistic factions; or, whenever \( n \geq 3 \), equivalently, that all triads are positive, i.e., \( x_{ij}x_{jk}x_{ki} > 0 \) for any different \( i, j, k \in \{1, \ldots, n\} \).

Notice that a structurally balanced graph is always sign-symmetric: \( \text{sign}(x_{ij}) = \text{sign}(x_{ji}) \) for any \( i \neq j \). For simplicity we will say that a matrix \( X \) corresponds to structural balance whenever \( G(X) \) satisfies structural balance.
1.3 Proposed models and representation as gradient flows

In this section we propose our models defining them over the set of symmetric matrices. We postponed the general asymmetric setting to Section 1.6.

1.3.1 Pure-influence model

We propose our new dynamic model solely based on interpersonal appraisals.

**Definition 1.3.1 (Pure-influence model)** The pure-influence model is a system of differential equations on the set of zero-diagonal matrices $\mathbb{R}^{n \times n}_{\text{zero-diag}}$ defined by

$$
\dot{x}_{ij} = \sum_{k=1, k \neq i,j}^{n} x_{ik} x_{kj},
$$

for any $i,j \in \{1,\ldots,n\}$ and $i \neq j$. Here $x_{ij}$, $i \neq j$, are the off-diagonal entries of a zero-diagonal matrix $X \in \mathbb{R}^{n \times n}_{\text{zero-diag}}$. In equivalent matrix form, the previous equations read:

$$
\dot{X} = X^2 - \text{diag}(X^2), \quad X(0) \in \mathbb{R}^{n \times n}_{\text{zero-diag}},
$$

We interpret $X$ as the interpersonal appraisal matrix. While system (1.2) does not define the evolution of self-appraisals, the matrix reformulation (1.3) ensures $\text{diag}(\dot{X}) = 0_{n \times n}$ and, since $X(0) \in \mathbb{R}^{n \times n}_{\text{zero-diag}}$ means $\text{diag}(X(0)) = 0_{n \times n}$, we have $\text{diag}(X(t)) = 0_{n \times n}$ for all positive times $t$.

Our model is a modification of the classical model proposed by Kulakowski et al. [97], where self-appraisals play a crucial role in the dynamics of the interpersonal appraisals.
Definition 1.3.2 (Kułakowski et al. model) The Kułakowski et al. model is a system of differential equations on the state space $\mathbb{R}^{n \times n}$ defined by

\[ \dot{x}_{ij} = \sum_{k=1}^{n} x_{ik} x_{kj} = x_{ij} (x_{ii} + x_{jj}) + \sum_{\substack{k=1 \\kneq i,j}}^{n} x_{ik} x_{kj}, \quad (1.4a) \]

\[ \dot{x}_{ii} = x_{ii}^2 + \sum_{\substack{k=1 \\kneq i}}^{n} x_{ik} x_{ki}, \quad (1.4b) \]

for any $i \neq j \in \{1, \ldots, n\}$. In equivalent matrix form, the previous equations read: $\dot{X} = X^2$.

Remark 1.3.1 (The problem with self-appraisals) The introduction of self-appraisals in model (1.4) is objectionable on several grounds. The first conceptual problem is that self-appraisals are not considered in any definition of structural balance in the social sciences. Heider’s axioms in Definition 1.2.2 do not take into account self-appraisals: social balance is a function of only interpersonal appraisals. Moreover, once self-appraisals are introduced, one needs to postulate why and how self-appraisals affect interpersonal appraisals, i.e., justify the choice of the first addendum for the right hand side of (1.4a). Finally, one needs to postulate how they evolve, i.e., justify the choice for the right hand side of (1.4b). In summary, the pure influence model (1.3) avoids these difficulties and stays closer to the foundations of structural balance, in which individuals are attending only to interpersonal appraisals. Even though $\dot{X} = X^2$ may appear mathematically simpler or more elegant than $\dot{X} = X^2 - \text{diag}(X^2)$, we believe the latter model is actually more parsimonious, lower dimensional, and more faithful to Heiders’ axioms.

One easily notices the following important property of the pure-influence model (1.3): the right-hand side is an analytic function of $X$ so that the equation enjoys (local) existence and uniqueness of the solutions. A second property is that, if $X(0) = X(0)^\top$,
then \( X(t) = X(t)^{\top} \) for all subsequent times. This implies that the pure-influence model is well defined over the set of symmetric (zero diagonal) matrices \( \mathbb{R}^{n \times n}_{\text{zero-diag,symm}} \).

### 1.3.2 Dissonance function

We introduce and study the properties of a useful *dissonance function* that summarize the total amount of cognitive dissonances \cite{67} among the members of a social network due to the lack of satisfaction of Heider’s axioms. Recall that, according to Definition \[1.2.3\] a triad \( i \to j \to k \to i \) satisfies the axioms if and only if \( x_{ij}x_{jk}x_{ki} > 0 \).

**Definition 1.3.3 (Dissonance function)** The dissonance function \( \mathcal{D} : \mathbb{R}^{n \times n}_{\text{zero-diag}} \to \mathbb{R} \) is

\[
\mathcal{D}(X) = - \sum_{i,j,k=1 \atop i \neq j, j \neq k, k \neq i} x_{ij}x_{jk}x_{ki} = - \text{trace}(X^3) = - \sum_{i=1}^{n} \lambda_i^3 , \tag{1.5}
\]

where \( \{\lambda_i\}_{i=1}^{n} \) is the set of eigenvalues of \( X \).

We plot \( \mathcal{D} \) in a low-dimensional setting in Figure \[1.1\].

Energy landscapes in social balance theory are studied in \cite{120, 63}. Our proposed dissonance function is the extension to \( \mathbb{R}^{n \times n}_{\text{zero-diag}} \) of the energy function proposed by \cite{120} for the setting of binary-valued symmetric appraisal matrices. For binary-valued appraisals, the global minima of \( \mathcal{D} \) correspond to networks that satisfy structural balance, since all triads are positive (Definition \[1.2.3\]). Thus, \( \mathcal{D} \) naturally measures to which extent Heider’s axioms are violated in a complete graph.

**Lemma 1.3.2 (Properties of the dissonance function)** Consider the dissonance function \( \mathcal{D} \) and pick \( X \in \mathbb{R}^{n \times n}_{\text{zero-diag}} \). Then

(i) \( \mathcal{D} \) is analytic and attains its maximum and minimum values on any compact matrix subset of \( \mathbb{R}^{n \times n}_{\text{zero-diag}} \).
Figure 1.1: For $n = 3$, an arbitrary symmetric unit-norm zero-diagonal matrix $X \in S_{\text{zero-diag, symm}}^{n \times n}$ is described by $(x_{12}, x_{23}, x_{31})$ with these coordinates living in the sphere $x_{12}^2 + x_{23}^2 + x_{31}^2 = 1$. In the upper figure, we plot this sphere with a heatmap, with dark blue being the lowest value and light yellow the largest value, according to the evaluation of the dissonance function $D(X)$. The function has four global minima corresponding to the four possible configurations of $G(X)$ satisfying structural balance, and we can qualitatively appreciate the convergence of solution trajectories to these minima in the superimposed vector field on the sphere. The lower figure is a stereographic projection of the upper figure.

(ii) if $G(X)$ satisfies structural balance, then $D(X) < 0$,

(iii) $D(X) = D(X^\top)$,

(iv) $D(X) = -\langle\langle X^2, X^\top\rangle\rangle_F$.

Additionally, if $\|X\|_F = 1$, that is, $X \in S_{\text{zero-diag}}^{n \times n}$, then

(v) $-1 \leq D(X) \leq 1$.

Proof: Here we show only property (v), since the other properties follow easily from
the definition of $\mathcal{D}$. We note:

\[
\|X^2\|_F^2 = \sum_{i,j=1}^{n} (X_i^2)^2 = \sum_{i,j=1}^{n} (X_{ij})^2
\]

\[
\leq \sum_{i,j=1}^{n} \|X_{ij}\|^2 = \left(\sum_{i=1}^{n} \|X_{i}\|^2\right) \left(\sum_{j=1}^{n} \|X_{j}\|^2\right)
\]

\[
= \left(\sum_{i,k=1}^{n} x_{ik}^2\right)^2 = \|X\|_F^2 = 1.
\]

Now, note that the Frobenius norm on the set of matrices coincides with the Euclidean norm of a single vector obtained by stacking the column vectors of the matrix. Then, by the Cauchy-Schwarz inequality applied to the inner-product $\langle\langle \cdot, \cdot \rangle \rangle_F$, it follows that:

\[
|D(X)| = |\langle\langle X^2, X \rangle \rangle_F| \leq \|X^2\|_F \|X\|_F \leq (\|X\|_F)^3 \leq 1 \text{ when } \|X\|_F \leq 1.
\]

\[\square\]

1.3.3 Transcription on the unit sphere and the projected pure-influence model

We start by noting a simple fact. Given a trajectory $X : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n \times n}_{\text{zero-diag}} \setminus \{0_{n \times n}\}$, there exist unique trajectories $\eta : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and $Z : \mathbb{R}_{\geq 0} \rightarrow S^{n \times n}_{\text{zero-diag}}$ such that $X(t) = \eta(t)Z(t)$, where $\eta(t) = \|X(t)\|_F$ and $Z(t) = X(t)/\|X(t)\|_F$.

Theorem 1.3.3 (Transcription of the pure-influence model) The pure-influence model \((1.2)\) with initial conditions in $\mathbb{R}^{n \times n}_{\text{zero-diag, symm}}$ can be expressed as the following system of differential equations:

\[
\dot{Z} = \eta \mathcal{P}_Z (Z^2 - \text{diag}(Z^2))
\]

\[
= \eta (Z^2 - \text{diag}(Z^2) + \mathcal{D}(Z)Z), \quad (1.6a)
\]

\[
\dot{\eta} = -\mathcal{D}(Z) \eta^2, \quad (1.6b)
\]
where $\eta : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and $Z : \mathbb{R}_{\geq 0} \rightarrow \mathbb{S}_{\text{zero-diag,symm}}^{n \times n}$. Here $\mathcal{P}_Z$ is the orthogonal projection onto $\text{span}\{Z\}^\perp$ in the vector space of square matrices with the Frobenius inner product.

Proof: Since $\dot{X} = \dot{\eta}Z + \eta \dot{Z}$ and $X^2 - \text{diag}(X^2) = \eta^2 (Z^2 - \text{diag}(Z^2))$, equation (1.3) can be written as

$$\dot{\eta}Z + \eta \dot{Z} = \eta^2 (Z^2 - \text{diag}(Z^2)).$$

Differentiating the equality $\|Z(t)\|^2_F = \langle Z(t), Z(t) \rangle_F = 1$, one shows that $\langle Z(t), \dot{Z}(t) \rangle_F = 0$, that is, $Z(t) \perp \dot{Z}(t)$. Computing the Frobenius inner product with $Z(t)$ on both sides of (1.7), equation (1.6b) is immediate:

$$\dot{\eta} = \eta^2 \langle Z(t), Z^2(t) - \text{diag}(Z^2(t)) \rangle_F = \eta^2 \langle Z(t), Z^2(t) \rangle_F = -D(Z(t)) \eta^2.$$ (1.8)

where we have used the fact that $Z(t)$ is symmetric, and that $\text{diag}(Z(t)) = 0_{n\times n}$ and hence $\langle Z(t), \text{diag}(Z^2(t)) \rangle_F = \text{trace}(Z(t)^\top \text{diag}(Z^2(t))) = 0$. Substituting (1.8) into equation (1.7), one arrives at $\dot{\dot{Z}} = \eta (Z^2 - \text{diag}(Z^2) + D(Z))$.

Given $Y \in \mathbb{R}^{n \times n}$, let $\mathcal{P}_Z(Y) = \langle Y, Z \rangle_F Z$, i.e., $\mathcal{P}_Z$ is the orthogonal projection operator onto the linear space spanned by $Z$; and let $\mathcal{P}_Z^\perp(Y) = Y - \mathcal{P}_Z(Y) = Y - \langle Y, Z \rangle_F Z$ be the orthogonal projection onto the space perpendicular to the linear space spanned by $Z$. Then, we observe that $\mathcal{P}_Z^\perp(Z) = 0$ and $\mathcal{P}_Z^\perp(Z) = \dot{Z}$. Using these results, we apply $\mathcal{P}_Z^\perp$ to both sides of (1.7) and obtain $\dot{\dot{Z}} = \eta \mathcal{P}_Z^\perp(Z^2 - \text{diag}(Z^2))$. This concludes the proof of equations (1.6).

In what follows, we are primarily interested in the dynamics (1.6a), describing the behavior of the bounded component $Z(t)$. From Lemma 1.8.1 we observe that $\eta$ is a time-scale change for (1.6a) and so, for our convenience, we get rid of it and obtain the following dynamical system on the unit sphere.

**Definition 1.3.4 (Projected pure-influence model)** The projected pure-influence model
is a system of differential equations on the manifold \( S_{\text{zero-diag,symm}}^{n \times n} \) defined by

\[
\dot{Z} = Z^2 - \text{diag}(Z^2) + D(Z)Z. \tag{1.9}
\]

Given a solution \( Z(t) \) to (1.9) with initial condition \( Z(0) \), Lemma 1.8.1 in the Appendix shows that \( Z(t) \) is a time-scaled version of a solution \( Z(t) \) to (1.6a) with initial condition \( Z(0) = Z(0) \), where \( \eta \) in (1.6b) can have any positive initial condition. Therefore, there is a solution \( X(t) \) to (1.3) that is both a scaled and time-scaled version of \( Z(t) \).

Similarly, projecting onto the unit sphere leads to a new model based on the Kulakowski et al. model.

**Definition 1.3.5 (Projected Kulakowski et al. model)** The projected Kulakowski et al. model is a system of differential equations on the manifold \( S_{\text{zero-diag,symm}}^{n \times n} \) defined by

\[
\dot{Z}(t) = Z^2 + D(Z)Z. \tag{1.10}
\]

### 1.3.4 Pure-influence is the gradient flow of the dissonance function

We now let \( \text{grad} D \) denote the gradient vector field of the dissonance function \( D \) on the manifold \( \mathbb{R}_{\text{zero-diag}}^{n \times n} \) equipped with the Riemannian metric tensor \( \langle \cdot, \cdot \rangle_{F} \). We also let \( D|_{\mathbb{S}_{\text{zero-diag,symm}}^{n \times n}} \) denote the restriction of \( D \) onto the manifold \( \mathbb{S}_{\text{zero-diag,symm}}^{n \times n} \). We now present the first of our main results.

**Theorem 1.3.4 (The pure-influence models are gradient flows)** Consider the pure-influence model (1.2) with \( X(0) \in \mathbb{R}_{\text{zero-diag,symm}}^{n \times n} \) and the projected pure-influence model (1.9) with \( Z(0) \in \mathbb{S}_{\text{zero-diag,symm}}^{n \times n} \). Then
(i) \( t \mapsto X(t) \) remains in the set \( \mathbb{R}^{n \times n}_{\text{zero-diag,symm}} \) and

\[
\dot{X} = -\frac{1}{3} \text{grad} \mathcal{D}(X), \tag{1.11}
\]

(ii) \( t \mapsto Z(t) \) remains in the set \( \mathbb{S}^{n \times n}_{\text{zero-diag,symm}} \) and

\[
\dot{Z} = -\frac{1}{3} \mathcal{P}_Z \text{grad} \mathcal{D}(Z) = -\frac{1}{3} \left. \text{grad} \mathcal{D} \right|_{\mathbb{S}^{n \times n}_{\text{zero-diag,symm}}} (Z). \tag{1.12}
\]

In other words, the projected pure-influence model (1.9) is, modulo a constant factor, the gradient flow of the dissonance function \( \mathcal{D} \) restricted to the manifold of zero-diagonal unit-norm symmetric matrices \( \mathbb{S}^{n \times n}_{\text{zero-diag,symm}} \).

**Proof:** [Proof of Theorem 1.3.4] The forward invariance of the set of symmetric matrices in both statements is immediate from the solution uniqueness. To prove equation (1.12), we adopt the slight abuse of notation \( \text{grad} \mathcal{D}(Z) = \left. \text{grad} \mathcal{D} \right|_{\mathbb{S}^{n \times n}_{\text{zero-diag,symm}}} (Z) \). With this notation, \( Z \mapsto \text{grad} \mathcal{D}(Z) \) is [77, pages 15-17] the unique vector field on \( \mathbb{S}^{n \times n}_{\text{zero-diag,symm}} \) such that

\[
\frac{d}{dt} \mathcal{D}(Z(t)) = \langle \langle \text{grad} \mathcal{D}(Z(t)), \dot{Z}(t) \rangle \rangle_F \tag{1.13}
\]

for any differentiable \( Z : [0, \infty) \to \mathbb{S}^{n \times n}_{\text{zero-diag,symm}} \). Here, both \( \mathcal{D}(Z(t)) \) and \( \dot{Z}(t) \) belong to the tangent space to the manifold \( \mathbb{S}^{n \times n}_{\text{zero-diag,symm}} \). Now, using the various properties of the trace inner product (e.g., \( \dot{Z}(t) \perp Z(t) \)), we compute

\[
\dot{\mathcal{D}}(Z(t)) = -(\text{trace}(\dot{Z}(t)Z(t)Z(t)) + \text{trace}(Z(t)\dot{Z}(t)Z(t)))
\]

\[
+ \text{trace}(Z(t)Z(t)\dot{Z}(t))
\]

\[
= -3\text{trace}(\dot{Z}(t)Z^2(t)) = -3\langle \dot{Z}(t), Z^2(t) \rangle_F
\]

\[
= -3\langle \dot{Z}(t), Z^2(t) - \text{diag}(Z^2(t)) + \mathcal{D}(Z(t))Z(t) \rangle_F.
\]
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Recalling that $Z^2 - \text{diag}(Z^2) + \mathcal{D}(Z)Z \overset{1.6a}{=} P_{Z^\perp}(Z^2 - \text{diag}(Z^2))$ belongs to the tangent space to the manifold $\mathbb{S}^n_{\text{zero-diag,symm}}$ at the point $Z(t)$, one arrives at the equality

$$\text{grad} \mathcal{D}(Z) = -3(Z^2 - \text{diag}(Z^2) + \mathcal{D}(Z)Z).$$

This concludes the proof of statement (ii). Finally, equation (1.11) can be proved in a similar way.

1.4 Classification of symmetric equilibria

We here give the complete classification of the symmetric equilibria in the projected pure-influence model (1.9); the classification of general asymmetric equilibria remains an open problem. Thanks to Theorem 1.3.4, all symmetric equilibria of the projected pure-influence model are critical points of the dissonance function $\mathcal{D}$. We start with the equilibrium equation:

$$Z^2 + \mathcal{D}(Z)Z - \text{diag}(Z^2) = 0_{n \times n}, \quad Z \in \mathbb{S}^n_{\text{zero-diag,symm}}.$$

(1.14)

Note that the equilibria $Z^*$ with $\mathcal{D}(Z^*) = 0$ correspond to equilibria of the original system (1.3) $X(t) \equiv X^* = \eta(0)Z^*$, whereas the others with $\mathcal{D}(Z^*) \neq 0$ lead to

$$X(t) = \eta(t)Z^*, \quad \eta(t) = \frac{\eta(0)}{1 + t\eta(0)\mathcal{D}(Z^*)}$$

defined for $t \in [0, \frac{1}{\eta(0)\mathcal{D}(Z^*)})$ if $\mathcal{D}(Z^*) < 0$ (for which the solution is unbounded) or for $t \geq 0$ if $\mathcal{D}(Z^*) > 0$. 
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1.4.1 Normalized Stiefel matrices

To start with, we introduce a special important manifold of non-square matrices that we will use throughout the paper.

**Definition 1.4.1 (Normalized Stiefel matrices)** A matrix $V \in \mathbb{R}^{n \times k}$, for $k \leq n$, is normalized Stiefel (nSt), if

(i) the columns of $V$ are pairwise orthogonal unit vectors, i.e., $V^T V = I_k$;

(ii) the norm of each row is the same (obviously, it must be $\sqrt{k/n} \leq 1$): $\text{diag}(VV^T) = n^{-1}kI_n$.

Let $\text{nSt}(n,k) \subseteq \mathbb{R}^{n \times k}$ denote the set of normalized Stiefel matrices.

In general, the rows of an nSt matrix need not be orthogonal. We recall from [90] the notion of compact Stiefel manifold, denoted by $\text{St}(k,n) = \{ X \in \mathbb{R}^{n \times k} | X^T X = I_k \}$.

**Lemma 1.4.1 (Characterization of nSt matrices)** The set $\text{nSt}(n,k)$, $k \leq n$, is a compact and analytic submanifold of $\mathbb{R}^{n \times k}$ of dimension $(k-1)n + 1 - k(k+1)/2$, and it is also a submanifold of the compact Stiefel manifold (and thus, $\text{nSt}(n,k) \subseteq \text{St}(k,n)$).

Moreover,

(i) $\text{nSt}(n,n)$ is the set of orthogonal matrices,

(ii) for $k = 1$, the matrix $V$ is nSt if and only if

$$V = \frac{1}{\sqrt{n}} \begin{bmatrix} s_1 \\ \vdots \\ s_n \end{bmatrix},$$

for any numbers $s_i \in \{-1, +1\}, i \in \{1, \ldots, n\}$,
(iii) for $k = 2$, the matrix $V$ is nSt if and only if

$$V = \sqrt{\frac{2}{n}} \begin{bmatrix} \cos \alpha_1 & \sin \alpha_1 \\ \vdots & \vdots \\ \cos \alpha_n & \sin \alpha_n \end{bmatrix},$$

(1.16)

for any set of angles $\alpha_1, \ldots, \alpha_n$ satisfying

$$\sum_{m=1}^{n} e^{2\alpha_m \sqrt{-1}} = 0.$$  

(1.17)

We postpone the proof of Lemma 1.4.1 to Appendix 1.8.1. We remark that in the case of $n = k = 2$, the constraint (1.17) implies that $2\alpha_2 = \pi + 2\pi s + 2\alpha_1$, where $s \in \mathbb{Z}$, that is, $\alpha_2 = \pi/2 + \pi s + \alpha_1$ and $\cos \alpha_2 = (-1)^{s+1} \sin \alpha_1$, $\sin \alpha_2 = (-1)^{s} \cos \alpha_1$. Thus, the matrices in nSt(2, 2) are orthogonal $2 \times 2$ matrices (representing proper or improper rotations):

$$V = \begin{bmatrix} \cos \alpha_1 & \sin \alpha_1 \\ -\varepsilon \sin \alpha_1 & \varepsilon \cos \alpha_1 \end{bmatrix}, \quad \varepsilon \in \{-1, +1\}.$$

For a general $k$, it is difficult to give a closed-form description of all matrices from nSt($n, k$). However, there are simple examples of matrices from nSt($n, k$) in the case where $n = 2k$, including every matrix of the form

$$V = \frac{1}{\sqrt{2}} \begin{bmatrix} U_1 \\ U_2 \end{bmatrix},$$

where $U_i$ are orthogonal $k \times k$ matrices.
1.4.2 Technical results

The classification of equilibria relies on the following technical results that will be proved in Appendix 1.8.1.

Lemma 1.4.2 Suppose that \( Z^2 - 2\alpha Z = \beta I_n \) for some symmetric \( n \times n \) matrix \( Z \) with \( \text{diag}(Z) = 0_{n \times n} \) and scalars \( \alpha, \beta \). Then \( Z \) can be decomposed as

\[
Z = pVV^\top - qI_n = Z^\top
\]  

(1.18)

for some \( V \in \text{nSt}(n,k) \) \((1 \leq k < n)\) and constants \( p, q \geq 0 \) such that \( pk = qn \), \( 2\alpha = p - 2q \) and \( \beta = q(p - q) \). Namely, \( p = 2\sqrt{\alpha^2 + \beta}, \quad q = \sqrt{\alpha^2 + \beta} - \alpha \).

Corollary 1.4.3 Given a matrix \( Z = Z^\top \) with \( \text{diag}(Z) = 0_{n \times n} \), the matrix \( Z^2 - 2\alpha Z \) is diagonal with \( s \) different eigenvalues \( \beta_1 < \ldots < \beta_s \) of multiplicities \( n_1, \ldots, n_s \) respectively \((n_1 + n_2 + \ldots + n_s = n)\) if and only if there exists such a permutation matrix \( S \) that

\[
SZS^{-1} = \text{diag}(Z_1, \ldots, Z_s),
\]

where each \( Z_i \) is decomposed as (1.18) with parameters \( p_i, q_i, V_i \) where \( V_i \in \text{nSt}(n_i, k_i) \) for some \( k_i < n_i \) and

\[
p_i = 2\sqrt{\alpha^2 + \beta_i}, \quad q_i = \sqrt{\alpha^2 + \beta_i} - \alpha.
\]  

(1.19)

Thus, for irreducible \( Z = Z^\top \) the matrix \( Z^2 - 2\alpha Z \) is diagonal if and only if \( Z \) is decomposed as (1.18) with \( p, q \geq 0 \).
1.4.3 Classification of irreducible symmetric equilibria

Theorem 1.4.4 (Irreducible equilibria for the projected pure-influence model)

For the projected pure-influence model (1.9),

(i) all irreducible symmetric equilibria are of the form

\[ Z^* = pVV^\top - qI_n, \quad (1.20) \]

with \( V \in \text{nSt}(n,k), 1 \leq k < n, \) and

\[ p = \sqrt{\frac{n}{k(n-k)}}, \quad q = \sqrt{\frac{k}{n(n-k)}}; \quad (1.21) \]

(ii) \( Z^* \) has \( k \) positive eigenvalues with value \( p - q \) and \( n - k \) negative eigenvalues with value \(-q\);

(iii) the dissonance function satisfies

\[ D(Z^*) = -\frac{n - 2k}{\sqrt{kn(n-k)}}, \quad (1.22) \]

and the right-hand side is monotonically increasing in \( k \in \{1, \ldots, n-1\} \) (see Figure 1.2).

Proof: We start by proving a technical statement. Pick \( V \in \text{nSt}(n,k), p, q \) real numbers and set \( \theta = p - 2q \). Then, the matrix \( Z = pVV^\top - qI_n = Z^\top \) satisfies the following properties:

(a) \( Z^2 - \theta Z = q(p - q)I_n \), and thus \( \text{diag}(Z^2) = \theta \text{diag}(Z) + q(p - q)I_n \);

(b) for any \( p \neq 0 \), the matrix \( Z \) has two eigenvalues \( p - q \) and \( -q \) whose multiplicities are \( k \) and \( n - k \) respectively;
(c) the eigenspaces corresponding to \( p - q \) and \(-q\) are the image of \( V \) and the kernel of \( V^\top \) respectively;

(d) \( \text{diag}(Z) = 0_{n\times n} \) if and only if \( pk = qn \); in this situation, \( \text{trace}(Z^2) = q(p - q)n \) and \[ \mathcal{D}(Z) = -\text{trace}(Z^2 V^\top) = -\theta n q(p - q). \]

To prove \([a]\) recall that \( V^\top V = I_k \) and therefore

\[ Z^2 = p^2 V V^\top V^\top + q^2 I_n - 2pq V V^\top = p \theta V V^\top + q^2 I_n = \theta Z + (pq - q^2) I_n. \]

To prove \([b]\) and \([c]\), notice that for any vector \( z = V y \) one has \( V V^\top z = V (V^\top V) y = V y = z \), and thus \( Z z = (p - q) z \). The space of such vectors is nothing else than the image of \( V \) and has dimension \( k \) (recall that the columns of \( V \) are orthogonal, and hence are linearly independent). If \( V^\top z = 0 \), then \( Z z = -q z \), and the dimension of \( \ker(V^\top) \) is \((n - k)\). Since \( Z = Z^\top \) and \( p - q \neq -q \) (except for the case where \( p = q = 0 \) and \( Z = 0 \), which is trivial), the two eigenspaces are orthogonal and their sum coincides with \( \mathbb{R}^n \).

Hence, there are no other eigenvalues. To prove \([d]\) note first \( p \text{diag}(V V^\top) = (pk/n) I_n \), and thus \( \text{diag}(Z) = 0_{n\times n} \) if and only if \( pk/n = q \). Using statement \([a]\), one shows that in this situation \( \text{diag}(Z^2) = q(p - q) I_n \) and hence \( \text{trace}(Z^2) = q(p - q)n \). Thanks to \([a]\)
\[ Z^3 = \theta Z^2 + q(p - q)Z \implies \text{trace}(Z^3) = \theta \text{trace}(Z^2) = \theta nq(p - q), \] which finishes the proof of (d).

Now, to prove the statement (i) of the theorem, let \( Z^* \) be an irreducible symmetric solution to equation (1.14). For \( \alpha = -D(Z^*)/2 \), the matrix \( (Z^*)^2 - 2\alpha Z^* = \text{diag}(Z^{*2}) \) is diagonal. Since \( Z^* \) is irreducible, it follows from Corollary 1.4.3 that \( Z^* \) can be decomposed as (1.20) with some \( p, q \geq 0 \). Then, from (a) and (d), it also follows that \( Z^* \) satisfies equation (1.14) if and only if \( pk = qn \) (which comes from \( \text{diag}(Z^*) = 0_{n \times n} \)) and \( pq - q^2 = 1/n \) (which comes from \( \text{trace}(Z^{*2}) = 1 \)). This implies that \( q = \sqrt{\frac{k}{n(n-k)}} \) and \( p = \sqrt{\frac{n}{k(n-k)}} \).

Finally, statement (ii) follows from (b) and (iii) is obtained by substituting the values of \( p \) and \( q \) into the definition of the dissonance function (1.5) and noting that the smooth function \( \kappa \mapsto -\frac{n-2\kappa}{\sqrt{n\kappa(n-k)}} \) has positive derivative on \((0, n)\).

1.4.4 Classification of reducible symmetric equilibria

The next theorem generalizes Theorem 1.4.4 and characterizes all symmetric equilibria for the projected pure-influence model and its proof can be found in Appendix 1.8.1.

**Theorem 1.4.5 (All equilibria for the projected pure-influence model)** The matrix \( Z^* \) is an equilibrium (1.14) of the projected pure-influence model if and only if a permutation matrix \( S \) exists such that:

(i) \( SZ^*S^{-1} = \text{diag}(Z_1^*, \ldots, Z_s^*) \), \( s \geq 1 \), \( Z_i^* = Z_i^{*\top} \in \mathbb{R}^{n_i \times n_i} \);

(ii) the blocks \( Z_i^* \) admit representation (1.18): \( Z_i^* = p_i V_i V_i^\top - q_i I_{n_i} \), where \( p_i, q_i \geq 0 \) and \( V_i \in \text{nSt}(n_i, k_i) \), \( 1 \leq k_i < n_i \);

(iii) the sign \( \varepsilon = \text{sign}(n_i - 2k_i) \in \{-1, 0, 1\} \) is the same for all \( i = 1, \ldots, s \) such that \( Z_i^* \neq 0_{n_i \times n_i} \) and
(iv) each block \( Z^*_i \neq 0_{n_i \times n_i} \) is irreducible and the corresponding coefficients \( p_i, q_i \) have the form

\[
p_i = 2\sqrt{\alpha^2 + \beta_i}, \quad q_i = \sqrt{\alpha^2 + \beta_i} - \alpha,
\]

where

(a) for \( \varepsilon \neq 0 \), \( \alpha \) and \( \beta_i \) are determined from

\[
\alpha = \varepsilon \left( \sum_{i: Z_i \neq 0} \frac{4k_i n_i (n_i - k_i)}{(n_i - 2k_i)^2} \right)^{-1/2},
\]

\[
\beta_i = \alpha^2 \frac{4n_i k_i - 4k_i^2}{(n_i - 2k_i)^2}.
\]

(b) for \( \varepsilon = 0 \), \( \alpha = 0 \), for all \( i \), and \( \beta_i \) are chosen in such a way that \( \sum_{i: Z_i \neq 0} \beta_i n_i = 1 \).

Remark 1.4.6 Let \( Z^* \) be a reducible equilibrium for the projected pure-influence model such that \( G(Z^*) \) is composed of \( m \) (disconnected) subgraphs that satisfy structural balance. According to Definition 1.2.3, \( G(Z^*) \) does not satisfy structural balance since this definition requires \( G(Z^*) \) to be complete.

1.4.5 Structural balance and equilibria

We now characterize the equilibria corresponding to structural balance and how they minimize the dissonance function.

Corollary 1.4.7 (Balanced equilibria of the projected pure-influence model) For the projected pure-influence model (1.9), let \( Z^* \in S_{\text{zero-diag}}^{n \times n} \) be an equilibrium point with a single positive eigenvalue. Then,
(i) after a relabelling of the agents, $Z^*$ has the form

$$Z^* = \begin{bmatrix} Z' & 0_{n_1 \times (n-n_1)} \\ 0_{(n-n_1) \times n_1} & 0_{(n-n_1) \times (n-n_1)} \end{bmatrix}$$

(1.25)

with $n_1 \leq n$ and

$$Z' = \frac{1}{\sqrt{n_1(n_1-1)}} (ss^\top - I_{n_1}),$$

(1.26)

for some $s \in \{-1, +1\}^{n_1}$; and thus, for any fixed $n_1$, there are only $2^{n_1-1}$ different equilibria (with a single positive eigenvalue),

(ii) $G(Z')$ satisfies structural balance, with the binary vector $s$ characterizing the distribution of the individuals in the single faction or in the two factions, and

(iii) if $G(Z^*)$ is a connected graph, then $G(Z^*)$ satisfies structural balance (being thus complete) and $Z^*$ is a global minimizer to the optimization problem:

$$\minimize_{Z \in \mathbb{R}^{n \times n}} \mathcal{D}(Z)$$

subject to $Z \in S_{\text{zero-diag,symm}}^{n \times n}$

and satisfies $\mathcal{D}(Z^*) = -\frac{n-2}{\sqrt{n(n-1)}}$.

Proof:

Consider a permutation of indices from Theorem 1.4.5. Since $Z^*$ has only one positive eigenvalue, it can have only one non-zero diagonal block $Z^i = Z'$. Statement (i) now follows from (1.20), (1.21) (with $k = 1, n = n_1$) and (1.15).

Regarding statement (ii) observe that for any different $i, j$ and $k$,

$$z'_{ij}z'_{jk}z'_{ki} = \frac{(s_is_j)(s_js_k)(s_k s_i)}{(n_1(n_1-1))^{3/2}} = \frac{1}{(n_1(n_1-1))^{3/2}} > 0.$$
This inequality implies \( \text{sign}(z'_{ij}) = \text{sign}(z'_{jk}z'_{ki}) \) and thus we know that \( Z' \) satisfies structural balance. It is immediate to see that any \( i \) and \( j \) such that \( s_i = s_j \) correspond to the same faction in the network \( G(Z') \). This completes the proof for (ii).

Regarding statement (iii), we notice that the smooth function \( \eta \mapsto -\frac{\eta^2 - 2}{\sqrt{\eta(\eta-1)}} \) has negative derivative for \( \eta > 3/2 \). Hence, the value of \( D(Z^*) = D(Z') = -\frac{n_1-2}{\sqrt{n_1(n_1-1)}} \) at equilibrium (1.25) with one positive eigenvalue is minimal when \( Z' = Z^* \) and \( n_1 = n \), that is, the matrix is irreducible. Now, let us focus on the points that vanish the gradient of \( D \), i.e., the equilibria of the projected pure-influence model. Permuting the agents, we may confine ourselves to equilibria described in Theorem 1.4.5 that have \( s \) blocks of size \( n_i \) with \( k_i < n_i \) positive eigenvalues, \( i \in \{1, \ldots, s\} \). To see why this is true, in the proof of Theorem 1.4.4 it was shown that \( D(Z^*_i) = -2\alpha n q_i (p_i - q_i) = -2\alpha \beta_i \). Next, if \( \varepsilon = -1 \), then \( \alpha < 0 \) and \( D(Z^*) > 0 \). If \( \varepsilon = \text{sign}(n_i - 2k_i) = 0 \) for all \( Z_i^* \neq 0 \), then \( D(Z^*) = \sum_i D(Z_i^*) = 0 \). As we know, the minimal value should be negative, so such equilibria cannot be global minimizers. Therefore, we may assume that \( \varepsilon = 1 \), that is, \( k_i < n_i/2 \) for all such \( i \) that \( Z_i^* \neq 0 \). Assume, without loss of generality, that \( Z_1^*, \ldots, Z_m^* \neq 0 \) and \( Z_{m+1}^*, \ldots, Z_s^* = 0 \). Denote \( k_1 + \cdots + k_m = k' \) and \( n_1 + \cdots + n_m = n' \leq n \). Note that the function \( f(\xi) = \xi(1-\xi)/(1-2\xi)^2 \) is convex on \((0,1/2)\). Therefore, Jensen’s inequality implies

\[
\frac{1}{n} \sum_{i=1}^{m} \frac{k_i n_i (n_i - k_i)}{(n_i - 2k_i)^2} = \sum_{i=1}^{m} \frac{n_i}{n} f \left( \frac{k_i}{n_i} \right) \geq f \left( \sum_{i=1}^{m} \frac{k_i}{n'} \right) = f \left( \frac{k'}{n'} \right) = \frac{k'(n' - k')}{(n' - 2k')^2},
\]

and, in turn,

\[
D(Z^*) = -\left( \sum_{i=1}^{m} \frac{k_i n_i (n_i - k_i)}{(n_i - 2k_i)^2} \right)^{-1/2} \geq -\frac{n' - 2k'}{\sqrt{k'n'(n' - k')}}.
\]

We know, however from Theorem 1.4.4 that the right-hand side is minimal when \( k' = 1 \),
in which case the minimal value, as we have seen in the beginning in the proof, is achieved at \( n' = n \). Hence, the irreducible equilibrium with one positive eigenvalue is the global minimizer of \( D^\ast \).

**Remark 1.4.8** Let \( Z^\ast \) denote an equilibrium point with one positive eigenvalue. Then, \(-Z^\ast\) has one negative eigenvalue and does not correspond to structural balance. All such \(-Z^\ast\) correspond to isolated critical points of \( D \).

### 1.4.6 Examples of equilibria with two positive eigenvalues

Let \( Z^\ast \) be any equilibrium of the projected pure-influence model parameterized by \( n\text{St}(n, 2) \) matrices, so that it has two positive eigenvalues. Let us assume first that it is irreducible. Then, another class of equilibria is found using the parametrization (1.16). It can be easily shown that

\[
Z^\ast = \sqrt{\frac{2}{n(n-2)}} (\theta_{ij})_{i,j=1}^n, \quad \theta_{ij} = \begin{cases} 
0, & i = j \\
\cos(\alpha_i - \alpha_j), & i \neq j.
\end{cases}
\]

Here the angles \( \alpha_i \) should satisfy the relation (1.17). Interestingly, many of such matrices do not correspond to structural balance. Consider, for example, the case where the unit vectors in (1.17) constitute a regular \( n \)-gon: \( \alpha_i = \frac{\pi(i-1)}{n}, i = 1, \ldots, n \). For any pair \( i, j > i \) the entry \( z_{ij} \) is negative if \( (j - i) > n/2 \), positive if \( j - i < n/2 \) and zero if \( j - i = n/2 \) (possible only for even \( n \)). If \( n \) is odd, the graph is complete, otherwise, the pairs of nodes \((i, i + n/2)\) for \( i = 1, \ldots, n/2 \) are not connected. For example, in the smallest
dimension $n = 3$, by setting $\alpha_1 = 0$, $\alpha_2 = \pi/3$ and $2\pi/3$, we obtain the equilibrium

$$Z^* = \frac{1}{\sqrt{6}} \begin{bmatrix} 0 & +1 & -1 \\ +1 & 0 & +1 \\ -1 & +1 & 0 \end{bmatrix}$$

which does not correspond to structural balance. Actually, in the case where $n = 3$ or $n \geq 5$, the graph always contains imbalanced triads. For instance, for $n \geq 3$ being odd the nodes $i = 1$, $j = (n - 1)/2$ and $\ell = (n + 3)/2$ always constitute such a triad: $z_{i\ell} < 0$, whereas $z_{ij}, z_{j\ell} \geq 0$. For an even number $n \geq 6$, one may take $i = 1$, $j = n/2$, $\ell = n/2 + 2$.

In the case $n = 4$, the equilibrium $Z^*$ corresponds to an incomplete cyclic graph such that $D(Z^*) = 0$:

$$Z^* = \frac{1}{2\sqrt{2}} \begin{bmatrix} 0 & \frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\ 0 & \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\ -\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \end{bmatrix}.$$

For the reducible matrix case, since $Z^*$ has two positive eigenvalues, $G(Z^*)$ contains two disconnected subgraphs that satisfy structural balance with possibly other isolated nodes.

### 1.5 Convergence to balanced equilibria and stability analysis

We now provide convergence results for our models towards equilibria that correspond to structural balance. We present a supporting lemma and then our main theorem.

**Lemma 1.5.1** Assume that the solution of (1.2) satisfies $x_{i\ast}(t_0) = 0_{1 \times n}$ at some $t_0 \geq 0,$
that is, in the graph $G(X(t_0))$ node $i$ does not communicate to any other node. Then, $x_{i*}(t) \equiv 0_{1 \times n}$ for any $t \geq 0$. The same holds for the solutions of (1.9).

**Proof:** Since the right-hand sides of (1.2) and (1.9) are analytic, any solution is a real-analytic function of time. Assuming that $x_{ij}(t_0) = 0$ for all $j$, one finds that $\dot{x}_{ij}(t_0) = 0$. Differentiating (1.2), it is easy to show that $\ddot{x}_{ij}(t_0) = 0$, and so on, $\dot{x}_{ij}^{(m)}(t_0) = 0$ for any $m \geq 1$. In view of analyticity, one has $x_{ij}(t) \equiv 0$ for any $t$. Similarly, $z_{ij}(t_0) = 0 \forall j$ entails that $z_{ij}(t) \equiv 0$ for any solution of (1.9).

**Theorem 1.5.2 (Convergence results and dynamical properties)** Consider the pure-influence model (1.2) with an initial condition $X(0) \in \mathbb{R}_{\text{zero-diag,symm}}^{n \times n}$ and the projected pure-influence model (1.9) with initial condition $Z(0) = \frac{X(0)}{\|X(0)\|_F}$. Then,

(i) the solution $Z(t)$ converges to a single critical point of the dissonance function $D$;

(ii) the number of negative eigenvalues of $Z(t)$ is non-decreasing.

Moreover, if $X(0)$ has one positive eigenvalue, then

(iii) $\lim_{t \to +\infty} Z(t) = Z^*$, where $Z^*$ is as in (1.26), so that $G(Z(t))$ or one of its connected components (while the rest of nodes are isolated) reaches structural balance in finite time;

(iv) $X(t)$ achieves the same sign structure as $Z^*$ in finite time;

(v) nonzero entries of $X(t)$ diverge to infinity in finite time.

**Proof:** For convenience, throughout this proof, let us denote $W(t) = \frac{X(t)}{\|X(t)\|_F}$, i.e.,

$X(t) = \eta(t)W(t)$ with $\eta(t)$ evolving according to (1.6a) and $W(t)$ evolving according to (1.6b). From the construction of the transcription of the pure-influence model in Theorem 1.3.3 we have that $\eta(t) = \|X(t)\|_F$ and so $\eta(t) > 0$ for all well-defined $t \geq 0$. 
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Moreover, Lemma 1.8.1 let us conclude that $W(t) = Z(\int_0^t \eta(s)ds)$ for all $t \geq 0$, and thus the solution $X(t)$ is well defined.

To prove (i), recall that (1.9) is a gradient flow dynamics of the analytic function $\mathcal{D}$, and the trajectory $Z(t)$ stays on a compact manifold and, in particular, is bounded. The classical result of Lojasiewicz [3] implies convergence of the trajectory to a single fixed point.

To prove (ii), we enumerate the eigenvalues of $Z(t)$ in the descending order $\lambda_1(t) \geq \lambda_2(t) \ldots \geq \lambda_n(t)$ and consider the corresponding orthonormal bases of eigenvectors $v_i(t)$. Since $Z_i(t)v_i(t) = \lambda_i(t)v_i(t)$ and $v_i(t)^\top v_i(t) = 1$, we obtain $\dot{Z}v_i + Z\dot{v}_i = \dot{\lambda}_i v_i + \lambda_i \dot{v}_i$ and $\dot{v}_i(t)^\top v_i(t) = 0$. Therefore,

$$\dot{\lambda}_i = v_i^\top \dot{Z}v_i + v_i^\top Z\dot{v}_i = v_i^\top \dot{Z}v_i + \lambda_i v_i^\top \dot{v}_i = v_i^\top \dot{Z}v_i,$$

entailing the following differential equation

$$\dot{\lambda}_i = \lambda_i^2 + \mathcal{D}(Z)\lambda_i - v_i^\top \text{diag}(Z^2)v_i. \quad (1.27)$$

Notice that all diagonal entries of diag$(Z^2)$ are nonnegative. Now, due to Lemma 1.5.1 if the $i$th row of $X$ was initially the zero vector, then it will continue being the same for all times and also for $Z$; and, moreover, diag$(Z^2)_{ii} = 0$ and there exists a zero eigenvalue with its associated eigenvector having zero entries in all the positions of the entries where diag$(Z^2)$ are positive. Then, it immediately follows from (1.27) that if $\lambda_i(0) = 0$ due to $Z(0)$ having a row being the zero vector $0_{1 \times n}$, then $\dot{\lambda}_i = 0$.

Now, let $\mathcal{N}$ be the set of indices $i$ such that diag$(Z^2)_{ii} > 0$. Thus, for any $i \in \mathcal{N}$, if
\( \lambda_i \) crosses the real axis at time \( t^* \), i.e., \( \lambda(t^*) = 0 \), then

\[
\dot{\lambda}_i(t^*) = -(v_i(t^*))^\top \text{diag}(Z^2(t^*))v_i(t^*) < 0.
\] (1.28)

Therefore, if \( \lambda_i(t_0) \leq 0 \) for some \( t_0 \geq 0 \), then \( \lambda_i(t) \leq 0 \) for all \( t \geq t_0 \). This finishes the proof for (ii).

Notice that since \( \text{trace}(Z(t)) = 0 \) and \( Z(t) = Z(t)^\top \neq 0_{n \times n} \), then \( Z(t) \) has at least one positive eigenvalue. Then, equation (1.28) implies that

\[
\Lambda := \{ Z \in S^{n \times n}_{\text{zero-diag, symm}} \mid Z \text{ has only one positive eigenvalue} \}
\]

is forward invariant and, in particular, the limit \( Z^* = \lim_{t \to \infty} Z(t) \) (existing in view of statement (i)) belongs to \( \Lambda \). Since \( Z^* \) is a critical point of \( D \) (or, in view of Theorem 1.3.4 the equilibrium of (1.9)), it has the structure described by Corollary 1.4.7.

By continuity of the flow \( Z(t) \), there is a finite time \( \tau \) such that \( G(Z(t)) \) has the same sign structure as \( G(Z^*) \) for all \( t \geq \tau \). This finishes the proof for (iii).

Now we prove the last two statements of the theorem. Knowing the convergence result from (iii), Lemma 1.8.1 tells us that introducing the term \( \eta \) as in the transcribed system (1.6a) to the projected pure-influence model has the simple effect of altering the convergence rate properties for \( Z(t) \). Therefore, there always exist a finite time \( \tau^* \geq 0 \) such that, for any \( t \geq \tau^* \), \( W(t) \) satisfies the sign properties of statement (iii) regarding structural balance. Moreover, the fact that \( X(t) = \eta(t)W(t) \) and \( \eta(t) \geq 0 \) by construction, immediately implies (iv). Now, let \( g(t) := -D(W(t)) \), and notice that \( g(t) \) is a strictly positive continuous function for all (well-defined) \( t \geq \tau^* \). Now, from equation (1.6b), we have the system \( \dot{\eta}(t) = g(t)\eta^2(t) \), with solution \( \eta(t) = \frac{\eta(\tau)}{1-\eta(\tau) \int_{\tau}^{t} g(s)ds} \) for \( t \geq \tau \). Then, since \( \int_{\tau}^{t} g(s)ds \) is a monotonic strictly increasing function on \( t \geq \tau \),
we have that $\eta(t) \to +\infty$ as $t \to t^*$, where $t^* > \tau^*$ is some finite time such that
$$
\int_{t^*}^{\tau^*} g(s)ds = \frac{1}{\eta(\tau^*)} \text{ (note that } t^* > \tau^* \text{ holds from the relationship } W(t) = Z(\int_0^t \eta(s)ds)).
$$
Then, we conclude that the solution $\eta(t)$ and the entries of $X(t)$ diverge in some finite time $t^*$, which proves (v).

**Corollary 1.5.3** Consider the same conditions as in Theorem 1.5.2, i.e., the projected pure-influence model with initial condition $Z(0) \in S^{n \times n}_{\text{zero-diag,symm}}$ having one positive eigenvalue. If $D(Z(0)) < -\frac{n-3}{\sqrt{(n-1)(n-2)}}$, then $G(Z(t))$ eventually reaches structural balance.

The previous theorem immediately implies that the set of irreducible equilibria with a single positive eigenvalue is (locally) asymptotically stable. We present further results on the stability of equilibria.

**Lemma 1.5.4** (Further results on stability of the equilibria) Consider a symmetric equilibrium point $Z^*$ for the projected pure-influence model (1.9). Without loss of generality, assume that $Z^*$ has no row equal to the zero vector. If $D(Z^*) \geq 0$, then $Z^*$ is an unstable equilibrium point and does not correspond to structural balance.

**Proof:** Write the analytic projected influence system (1.9) as $\dot{Z} = f(Z) := Z^2 - \text{diag}(Z^2) + D(Z)Z$, thereby defining $f : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n}$, and compute

$$
\frac{\partial f_{ij}(Z)}{\partial z_{ij}} = D(Z) + \frac{\partial D(Z)}{\partial z_{ij}} z_{ij},
$$

$$
\frac{\partial D(Z^*)}{\partial z_{ij}} = -3 \sum_{k=1, k \neq i,j}^n z^*_{ik} z^*_{kj}.
$$

Now, the Jacobian of $f$, denoted by $Df$, is a $(n^2 - n) \times (n^2 - n)$ matrix (since we do not consider self-appraisals). Let $Df(Z^*)$ be the Jacobian evaluated at $Z^*$ and let $\{\lambda_i\}_{i=1}^{n^2-n}$

\[ \text{If } Z^* \text{ had a row equal to the zero vector, then, in the lemma statement, we would replace } n \text{ by } n_1 < n, \text{ where } n_1 \text{ is the number of rows of } Z^* \text{ that are not equal to the zero vector.} \]
be the set of its eigenvalues. Then, we compute
\[
\sum_{i=1}^{n^2-n} \lambda_i = \text{trace}(Df(Z^*)) = \sum_{i=1}^{n} \sum_{j=1 \atop j \neq i}^{n} \frac{\partial f_{ij}(Z^*)}{\partial z_{ij}} \\
= (n^2 - n)D(Z^*) + 3D(Z^*) = (n^2 - n + 3)D(Z^*).
\]

Since \(n^2 - n + 3 > 0\) for \(n \geq 3\), we draw the following conclusions for \(D(Z^*) \geq 0\):
(i) \(Df(Z^*)\) contains at least one positive eigenvalue and so the equilibrium point \(Z^*\) is unstable; (ii) at least one triad in \(G(Z^*)\) is unbalanced and so \(Z^*\) does not correspond to structural balance.

### 1.6 Simulation results and conjectures

The generic convergence of trajectories to the minima of \(D\) (or, equivalently, the convergence from almost all initial conditions) is an open problem. However, we present strong numerical evidence that support such claim. We first remark that, from the proof of Theorem 1.3.3, the projected pure-influence model (1.9) can be generalized over any asymmetric matrix in \(S_n^{n \times n}_{\text{zero-diag}}\) by replacing \(D(Z)\) by \(-\text{trace}(Z^T Z^2)\) and this is the model we will refer throughout this section.

A generic asymmetric initial condition \(X(0)\) for the pure-influence model (1.2) is a matrix that is generated with each entry independently sampled from a uniform distribution with support \([-100, 100]\), and its diagonal entries set to zero. A generic symmetric initial condition is similarly constructed by only sampling the upper triangular entries of the matrix. For the projected pure-influence model, we say \(Z(0) = \frac{X(0)}{\|X(0)\|_F}\) is a (non-)symmetric generic initial condition depending on how \(X(0)\) was generated. We immediately see from the proof of Theorem 1.5.2 that \(Z(t)\) converges to social balance if and only if \(X(t)\) converges to social balance. Indeed, given that \(X(t)\) diverges at some
finite time $\bar{t}$, we have $Z(\infty) = \frac{X(\bar{t}^-)}{\|X(\bar{t}^-)\|_F}$.

For a fixed network size $n$, we use a Monte Carlo method [162] to estimate the probability $p$ of the event “under a generic asymmetric initial condition $Z(0)$, $Z(t)$ converges to structural balance in finite time”. We estimate $p$ by performing $N$ independent simulations (i.e., each simulation generates a new independent initial condition) and obtaining the proportion $\hat{p}_N$, also known as the empirical probability, of times that the simulation indeed had $Z(t)$ converging to structural balance in finite time. For any accuracy $1 - \epsilon \in (0, 1)$ and confidence level $1 - \eta \in (0, 1)$ we have that $|\hat{p}_N - p| < \epsilon$ with probability greater than $1 - \eta$ if the Chernoff bound $N \geq \frac{1}{2\epsilon^2} \log \frac{2}{\eta}$ is satisfied. For $\epsilon = \eta = 0.01$, the bound is satisfied by $N = 27000$. We performed the $N = 27000$ independent simulations with $n \in \{5, 6\}$, and found that $\hat{p}_N = 1$. Our observations let us conclude that for generic asymmetric initial condition $Z(0)$ and $n \in \{5, 6\}$, with 99% confidence level, there is at least 0.99 probability that $Z(t)$ converges to structural balance in finite time.

Similarly, we performed the same Monte Carlo analysis for generic symmetric initial conditions with $n \in \{3, 5, 6, 15\}$, and found for that $\hat{p}_N = 1$ for all $n$. Therefore, we conclude that for any symmetric generic initial condition $Z(0)$ and $n \in \{3, 5, 6, 15\}$, with 99% confidence level, there is at least 0.99 probability that $Z(t)$ converges to structural balance in finite time.

We report three more observations and then state a resulting conjecture. First, remarkably, we found that all of our simulations (for any type of random initial condition) that converged to structural balance in finite time, did it by converging to an equilibrium point having only one positive eigenvalue inside the set of scale-symmetric matrices, which is a superset of the set of symmetric matrices (see Appendix [1.8.2]). Second, we did not perform experiments for larger sizes of $n$ due to computational constraints. Third, unfortunately, for $n = 3$, we did find randomly-generated asymmetric initial conditions whose numerically-computed solutions do not converge to structural balance.
Conjecture 1 (Convergence from generic initial conditions) Consider the pure-influence model (1.2) with some initial condition $X(0)$, and the projected pure-influence model (1.9) with initial condition $Z(0) = \frac{X(0)}{||X(0)||_F}$. Then,

(i) under generic asymmetric initial conditions, $\lim_{t \to +\infty} Z(t) = Z^*$ for a sufficiently large $n$,

(ii) under generic symmetric initial conditions, $\lim_{t \to +\infty} Z(t) = Z^*$ for any $n$,

where $Z^*$ is scale-symmetric (and particularly symmetric for (ii)) corresponding to structural balance. Then, $Z(t)$ reaches structural balance in finite time. Moreover, $X(t)$ reaches structural balance in finite time with same sign structure as $Z^*$, and also diverges in finite time.

Similarly, we performed the same simulation analysis for the Kulakowski et al. model (1.4), which converges to structural balance if and only if the projected Kulakowski model (1.10) does. To generate a generic initial condition for this system, we generated an $n \times n$ matrix with each entry independently sampled from a uniform distribution with support $[-100, 100]$, and then divide it by its Frobenius norm. We performed $N = 27000$ independent simulations with $n \in \{5, 6\}$, and found that for generic initial condition $Z(0)$ and $n = 5$, only 16.94% converged to structural balance, and for $n = 6$, only 11.50% converged to structural balance.

Also, for $n = 3$, not all simulations converged to structural balance. We remark that not all of the networks for which the system converged and did not satisfy structural balance were complete, some of them were networks with only self-loops, e.g., Figure 2.3(a). Similarly, we performed the same Monte Carlo analysis for symmetric initial conditions with $n \in \{3, 5, 6, 15\}$. Our results show that for symmetric generic initial condition, $Z(0)$ did not always converge to structural balance for $n = 3$, but, for $n \in \{5, 6, 15\}$, with
99% confidence level, there is at least 0.99 probability that $Z(t)$ converges to structural balance in finite time.

These Monte Carlo results are expected, since it has been formally proved that the Kulakowski et al. model converges to structural balance only under generic symmetric initial conditions as $n \to \infty$ \cite{119} and negative results for asymmetric conditions are given by \cite{164}.

See Figure 3.4 for a comparison of trajectories of the pure-influence model in both generic and symmetric generic initial conditions. Figure 1.4 shows a comparison between our projected pure-influence model, which does not consider self-appraisals, and the projected influence model, which considers self-appraisals. Note how not considering self-appraisals drastically changes the convergence time as well as the dynamic behavior of the interpersonal appraisals.

Figure 1.3: Convergence to structural balance for a network of size $n = 10$. We plot the evolution of all the entries of $Z(t)$. 

(a) Projected pure-influence model (1.9) with generic asymmetric initial condition

(b) Projected pure-influence model (1.9) with generic symmetric initial condition
Figure 1.4: Convergence comparison for a network of size \( n = 7 \) (a) with and (b) without the consideration of self-appraisals. We first generated an \( n \times n \) random matrix \( W \) with each entry independently sampled from a uniform distribution with support \([-100, 100]\). Then, for (a), we normalize this matrix to have unit Frobenius norm and used it as the initial condition. For (b), we set the diagonal entries of \( W \) to zero and then normalize it to have unit Frobenius norm and use it as the initial condition. In this example, (a) did not converged to structural balance, whereas (b) did. We plot the evolution of all the entries of the appraisal matrix.

1.7 Conclusion

We propose two new dynamic structural balance models that incorporates more psychologically plausible assumptions than previous models in the literature, based on a modification by a model proposed by Kulakowski et al. We have established important convergence properties for these models and also that, most importantly, they correspond to gradient systems over an energy function that characterizes the violations of Heider’s axioms for the symmetric case. We also expanded our results to a set of asymmetric matrices called scale-symmetric. Numerical results illustrates that, under generic initial conditions, our models converges to structural balance (for sufficiently large \( n \)) and thus have better convergence properties than the previous model by Kulakowski et al.

As future work, we propose to further study the general case of asymmetric (and non-
Figure 1.5: Convergence comparison for a network of size $n = 7$ (a) with and (b) without the consideration of self-appraisals. The setting is the same one as in Figure 1.4, but with a different random initial condition. (a) converged to a network with only diagonal negative entries (all interpersonal appraisals go to zero), whereas (b) converged to structural balance.

scale-symmetric equilibria and the convergence properties of our models under arbitrary initial conditions. For example, numerical simulations of the projected pure-influence model from generic (asymmetric) initial conditions illustrate how this system features transient chaos before converging towards an equilibrium. Future work will focus on models with a more sociologically justified transient behavior. Finally, one could study the removal of the self-appraisals in other dynamical structural balance models, like the homophily-based model by Traag et al. [164].

1.8 Appendix

1.8.1 Supporting results and proofs

Lemma 1.8.1 Let $x(t)$ be the solution to $\dot{x} = f(x)$ from initial condition $x(0)$, with $f$ being a continuously differentiable vector field. Let $\eta$ be a positive continuous scalar
function. Then, $z(t)$ is the solution to $\dot{z} = \eta(t)f(z)$ with initial condition $z(0) = x(0)$ if and only if $z(t) = x(\int_0^t \eta(s)ds)$.

**Proof:** Consider the time transformation $\bar{t}(t) = \int_0^t \eta(s)ds$, which is well-defined since it is continuous and monotonically increasing on $t$ (recall that $\eta(s) > 0$ for $s \in [0, t]$), with $\bar{t} = 0$ if and only if $t = 0$. Now, from the chain rule, it follows that

$$\frac{dz}{dt} = \frac{dx(\bar{t})}{d\bar{t}} \frac{d\bar{t}}{dt} = f(z(t)) \eta(t), \ z(0) = x(0).$$

This finishes proof of the “if” part. The “only if” part follows from the uniqueness theorem.

**Proof:** [Proof of Lemma 1.4.1] First, to prove that the set $n\text{St}(n, k), k \leq n$ is a submanifold of the compact Stiefel manifold, define the smooth map $\Phi : \text{St}(n, k) \to \mathbb{R}^n$ by $X \mapsto (\|X_{i*}\|_2^2, \ldots, \|X_{n*}\|_2^2)^\top$, where $X_{i*}$ is the $i$th row of $X$. Then, we have that $n\text{St}(n, k) = \Phi^{-1}((k/n, \ldots, k/n)^\top)$ and it is easy to prove the mapping $\Phi$ has constant rank $n$. Thus, we use the Constant-Rank Level Set Theorem [102] to conclude our claim.

The properties of compactness and analyticity are immediate from the definition of the set $n\text{St}(n, k), k \leq n$.

Now, notice that conditions [(i)] and [(ii)] from Definition 1.4.1 impose, in total, $\frac{k(k+1)}{2} + n$ constraints on $kn$ independent variables, however, these constraints are linearly dependent: one of them can be removed (for instance, if one requires condition [(i)] from Definition 1.4.1 then suffices to constrain only sums of $n - 1$ rows, whereas the remaining sum automatically equals $k/n$). Whenever $k \leq n$ and $n \geq 3$, one has $\frac{k(k+1)}{2} + n - 1 < kn$, which implies that the set $n\text{St}(n, k)$ has the dimension $(k - 1)n + 1 - k(k + 1)/2$.

Statements [(i)] and [(ii)] are immediate. Now regarding [(iii)] it is obvious that each row has norm $\sqrt{k/n}$ if and only if $V$ can be written as (1.16). Notice now the columns are unit vectors if and only if $\sum_{m=1}^n \cos^2 \alpha_i = n/2 = \sum_{m=1}^n \sin^2 \alpha_i$, which in turn holds if
and only if $\sum_m \cos 2\alpha_m = 2 \sum_m \cos^2 \alpha_m - n = 0$. Similarly, the columns are orthogonal if and only if $\sum_{m=1}^n \cos \alpha_i \sin \alpha_i = 0 = \frac{1}{2} \sum_m \sin 2\alpha_m$. These two constraints are equivalent to (1.17).

Proof: [Proof of Lemma 1.4.2] The case where $\alpha = \beta = 0$ is trivial: $Z = 0$ and it obviously can be decomposed as in (1.18) with $p = q = 0$. Notice that every eigenvalue of $Z = Z^T$ corresponds to the eigenvalue $\lambda^2 - 2\alpha \lambda$ of $Z^2 - 2\alpha Z$, and hence $\lambda^2 - 2\alpha \lambda - \beta = 0$. Therefore, $\alpha^2 + \beta \geq 0$ (otherwise, eigenvalues of $Z$ would be complex). Furthermore, $\alpha^2 + \beta \neq 0$ (otherwise, $\lambda = \alpha$ would be the only eigenvalue of $Z$ of multiplicity $n$, and one would have trace($Z$) = $\alpha n$, entailing that $\alpha = \beta = 0$). Denoting $\Delta = \sqrt{\alpha^2 + \beta}$, the matrix $Z$ has two different eigenvalues $\alpha + \Delta$ and $\alpha - \Delta$, denote their multiplicities by $k$ and $n - k$. Then $(\alpha + \Delta)k + (\alpha - \Delta)(n - k) = 0$. Denoting $q = \Delta - \alpha$ and $p = 2\Delta > 0$, one has $(p - q)k - q(n - k) = 0$ or, equivalently, $pk = qn$ thus, $q > 0$.

Consider the orthonormal eigenvectors $v_1, \ldots, v_k$, corresponding to the eigenvalue $p - q = \alpha + \Delta$ and orthonormal eigenvectors $w_1, \ldots, w_{n-k}$, corresponding to $-q = \alpha - \Delta$. The sequence $v_1, \ldots, v_k, w_1, \ldots, w_{n-k}$ constitutes an orthonormal basis of eigenvectors for the operator $Z$. Stacking the columns $v_i$ and $w_i$, one obtains $n \times k$ and $n \times (n - k)$ matrices $V = (v_1, \ldots, v_k)$, $W = (w_1, \ldots, w_{n-k})$. The matrix $[V,W]$ is orthonormal and diagonalizes $Z$, that is, $Z[V,W] = [V,W] \begin{bmatrix} (p - q)I_k & 0 \\ 0 & -qI_{n-k} \end{bmatrix}$ and thus $Z = (p - q)VV^T - qWW^T$. Since $VV^T + WW^T = I_n$, $Z$ is decomposed as (1.18). It remains to notice that $V^TV = I_k$ by definition of the orthonormal basis and diag($VV^T$) = $(q/p)I_n = (k/n)I_n$ since, by (1.18), diag($Z$) = $0_{n \times n}$. To finish the proof, notice that $p - 2q = 2\alpha and $\beta = \Delta^2 - \alpha^2 = (\Delta - \alpha)(\Delta + \alpha) = q(p - q)$.

Proof: [Proof of Corollary 1.4.3] Let $f(z) = z^2 - 2\alpha z, z \in \mathbb{C}$. It suffices to show that, if $f(Z) = \text{diag}(\beta_1 I_{n_1}, \ldots, \beta_s I_{n_s})$, then $Z = \text{diag}(Z_1, \ldots, Z_s)$, where $f(Z_i) = \beta_i I_{n_i}$. This statement will be proved for any analytic function $f(z)$. It is well known
that the spectrum of $f(Z)$ consists of all points $f(\lambda)$, where $\lambda$ is an eigenvalue of $Z$.
Consider the set of eigenvalues of $Z$ that belong to $f^{-1}(\beta_i)$ and let $\mathcal{X}_i$ be the sum of corresponding eigenspaces. Then $\mathcal{X}_i$ is invariant under the operator $Z$, and $\mathbb{R}^n = \oplus_{i=1}^s \mathcal{X}_i$ (the sum is orthogonal). Also, $f(Z)x = \beta_i x$ for any $x \in \mathcal{X}_i$. For any basis vector $e_r = (0, \ldots, 1, \ldots, 0)^\top$ consider the decomposition $e_r = \oplus_{i=1}^s e_r^i$, $e_r^i \in \mathcal{X}_i$. Then $Ze_r = \oplus_{i=1}^s Ze_r^i$, $Ze_r^i \in \mathcal{X}_i$ and $f(Z)e_r = \oplus_{i=1}^s f(Z)e_r^i = \oplus_{i=1}^s \beta_i e_r^i$. Suppose that $1 \leq r \leq n_1$. Then $f(Z)e_r = \beta_1 e_r$. Since $\beta_1, \ldots, \beta_s$ are pairwise different, we have $e_r = e_r^1$ and $e_r^2 = \ldots = e_r^s = 0$. Similarly, for $n_1 + n_2 + \ldots + n_{j-1} + 1 \leq r \leq n_1 + n_2 + \ldots + n_{j-1} + n_j$ one has $e_r = e_r^j (j = 2, \ldots, s)$.

In other words, each $\mathcal{X}_i$ contains $n_i$ basis vectors $e_r$, where $n_1 + n_2 + \ldots + n_{i-1} + 1 \leq r \leq n_1 + n_2 + \ldots + n_{i-1} + n_i$ and thus $\dim \mathcal{X}_i \geq n_i$. Recalling that $n_1 + \ldots + n_s = n$, one shows that $\dim \mathcal{X}_i = n_i \forall i$ and thus $\mathcal{X}_i$ is spanned by the corresponding basis vectors. Since $\mathcal{X}_i$ is invariant under $Z$, $Z = \text{diag}(Z_1, \ldots, Z_s)$, where the block $Z_i$ has dimension $n_i \times n_i$. Obviously, $f(Z_i) = \beta_i I_{n_i}$. The statement of Corollary is now immediate from Lemma 1.4.2.

Proof: [Proof of Theorem 1.4.5] We prove the necessity first. Denoting $2\alpha = -\mathcal{D}(Z)$. By assumption, $Z^2 - 2\alpha Z$ is diagonal. Statements (i) and (ii) follow from Corollary 1.4.3 entailing also that $p_i, q_i$ can be represented as (1.23) with some $\beta_i$. Since $Z_i^2 = 2\alpha Z_i + \beta_i I_{n_i}$ and diag($Z_i$) = 0$_{n_i \times n_i}$, one has trace $Z_i^2 = \beta_i n_i$, therefore

$$\sum_{i=1}^s \beta_i n_i = \text{trace}(Z^2) = 1. \tag{1.29}$$

Recall also that for each $i$ one has $p_i k_i = q_i n_i$ or, equivalently,

$$\frac{2k_i}{n_i} = \frac{\sqrt{\alpha^2 + \beta_i - \alpha}}{\sqrt{\alpha^2 + \beta_i}} = 1 - \frac{\alpha}{\sqrt{\alpha^2 + \beta_i}} \quad \forall i : p_i, q_i \neq 0.$$
(if $\alpha = 0$, one always has $p_i, q_i \neq 0$, otherwise it is possible that $\beta_i = 0$ and then $Z_i = 0$). This implies condition 3 ($\varepsilon = \text{sign } \alpha$) and allows to determine $\alpha, \beta_i$. In the case where $\varepsilon \neq 0$ notice that $n_i - 2k_i \neq 0$ for any $i$ such that $Z_i \neq 0$. Thus

$$\frac{\beta_i + \alpha^2}{\alpha^2} = \frac{n_i^2}{(n_i - 2k_i)^2} \iff \beta_i = \alpha^2 \frac{4n_i k_i - 4k_i^2}{(n_i - 2k_i)^2}. $$

In view of (1.29), one obtains that

$$\alpha = \varepsilon \left( \sum_{i:Z_i \neq 0} \frac{4k_i n_i (n_i - k_i)}{(n_i - 2k_i)^2} \right)^{-1/2},$$

which entails (1.24). In the case of $\alpha = 0$, one has $p_i = 2\sqrt{\beta_i}, q_i = \sqrt{\beta_i}$ for any $i$, and (1.29) implies that $\sum_i q_i^2 n_i = 1$. This finishes the proof of statement (iv).

The proof of sufficiency is similar. For any $i$ such that $Z_i \neq 0$, the coefficients $p_i, q_i$ have the form (1.23) (if $\varepsilon \neq 0$, this is implied by (iv)a, otherwise we choose $\alpha = 0$ and $\beta_i = q_i^2 = p_i^2/4$). Therefore, we have $Z_i^2 - 2\alpha Z_i = \beta_i Z_i$ and, in particular, $Z^2 - 2\alpha Z$ is diagonal. A straightforward computation shows that $p_i k_i = q_i n_i$ and thus $\text{diag}(Z_i) = 0_{n_i \times n_i} \forall i$, in particular, $\text{diag}(Z) = 0_{n \times n}$. Also, $\text{diag}(Z_i^2) = \beta_i I_{n_i}$, and statement (iv) now implies that trace $Z^2 = 1$. It remains to notice that $Z_i^3 = 2\alpha Z_i^2 + \beta_i Z_i$, and hence $\text{trace}(Z_i^3) = 2\alpha \beta_i n_i$. Hence, $D(Z) = -\text{trace}(Z^3) = -2\alpha$, $Z^2 + D(Z) Z$ is a diagonal matrix, and $Z$ is an equilibrium (1.14).
1.8.2 Scale-symmetric matrices

We now generalize our results for symmetric appraisal networks to a class of asymmetric matrices. We define the sets of scale-symmetric matrices

\[ R_{\text{zero-diag,dss}}^{n \times n} = \{ A \in R_{\text{zero-diag}}^{n \times n} \mid \text{there exists } \gamma \succ 0_n \text{ such that} \]
\[ A \text{ diag}(\gamma) = (A \text{ diag}(\gamma))^\top \} , \]

\[ S_{\text{zero-diag,dss}}^{n \times n} = S_{\text{zero-diag}}^{n \times n} \cap R_{\text{zero-diag,dss}}^{n \times n} . \]

Note that \( S_{\text{zero-diag,dss}}^{n \times n} \supset S_{\text{zero-diag,symm}}^{n \times n} \) and

\[ S_{\text{zero-diag,dss}}^{n \times n} = \bigcup_{\gamma \succ 0_n} S_{\text{zero-diag,dss}}^{n \times n} (\gamma) , \]

\[ S_{\text{zero-diag,dss}}^{n \times n} (\gamma) = \{ A \in S_{\text{zero-diag}}^{n \times n} \mid A \text{ diag}(\gamma) = (A \text{ diag}(\gamma))^\top \} . \]

Lemma 1.8.2 Consider any \( \gamma \succ 0_n \) and some matrix \( A \in R_{\text{zero-diag}}^{n \times n} \) such that \( A \text{ diag}(\gamma) = \text{ diag}(\gamma) A^\top \). Then,

(i) \( A \) has real eigenvalues and it is diagonalizable,

(ii) \( \text{trace}(A^2) = 0 \) if and only if \( A = 0 \).

Proof: Since \( A \text{ diag}(\gamma) \) is symmetric, then \( A' = \text{ diag}(\gamma)^{-1/2} A \text{ diag}(\gamma)^{1/2} \) is also symmetric and thus has real eigenvalues and its eigenvectors form an orthogonal basis. Now, let \((\lambda, v)\) be an eigenpair for \( A' \). Then, by defining \( u = \text{ diag}(\gamma)^{1/2} v \), we observe that \( Au = \lambda u \), and so \((\lambda, \text{diag}(\gamma)v)\) is an eigenpair for \( A \). Hence the eigenvectors of \( A \) form a basis, and thus \( A \) is diagonalizable. This proves \((i)\).

Observe that

\[ A = \text{ diag}(\gamma) A^\top \text{ diag}(\gamma)^{-1} . \]
Then, $\text{trace}(A^2) = \text{trace}(A \text{diag}(\gamma) A^\top \text{diag}(\gamma)^{-1})$. From simple algebraic operations, it can be found that $\text{trace}(A^2) = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\gamma_i \gamma_j}{\gamma_{ij}} a_{ij}^2$. Since $\frac{\gamma_i \gamma_j}{\gamma_{ij}} > 0$, $\text{trace}(A^2) = 0$ if and only if $A = 0$. This proves (ii).

In view of Lemma 1.8.2, a matrix $A$ is scale-symmetric if and only if $A = D^{-1} A_s D$, where $D > 0$ is a positive diagonal matrix (in Lemma 1.8.2 $D = \text{diag}(\gamma^{-1/2})$ for some $\gamma \succ 0_n$) and $A_s$ a symmetric matrix.

Recall the invariance property of the pure-influence model (1.2): if $X(0) = X(0)^\top$, then $X(t) = X(t)^\top$ for all $t > 0$. We are now ready to provide a more general version of this property: If $D > 0$ is a diagonal matrix and $X(t)$ is a solution, then $DX(t)D^{-1}$ is also a solution. For this reason, if $X(0) = DX_s(0)D^{-1}$ is a scale-symmetric matrix with some $X_s(0) = X_s(0)^\top$, then the solution $X(t) = DX_s(t)D^{-1}$ is scale-symmetric. A similar result holds for the projected pure-influence model (1.9). Indeed, all of the theoretical results obtained in this paper for symmetric appraisal matrices, can be generalized to scale-symmetric appraisal matrices. For example, if $X(0) \in \mathbb{R}^{n \times n}_{\text{zero-diag,dss}} (Z(0) \in \mathbb{S}^{n \times n}_{\text{zero-diag,dss}})$ then $t \mapsto D(X(t))$ ($t \mapsto D(Z(t))$) is monotonically nondecreasing in $\mathbb{R}^{n \times n}_{\text{zero-diag,dss}} (\mathbb{S}^{n \times n}_{\text{zero-diag,dss}})$. 
Chapter 2

Polarization and Fluctuations in Signed Social Networks

2.1 Introduction

There have been various opinion dynamics models in the literature [5, 144]. Opinions can be modeled as real numbers taking values in the closed interval $[0, 1]$, where 0 means an agent completely disagrees with a particular issue, and 1 that she completely agrees. One important question to answer is how the evolution and final distribution of opinions in a social network depend on the underlying network’s topology and of the (positive) influence structure among the individuals. More recently, signed graphs were introduced into the opinion dynamics literature. Signed graphs represent a natural way to model positive and negative relationships among individuals. For example, a sociological relevant concept is structural balance, in which the members of a social network can either have only positive relationships or be divided in two factions in which members of the same faction have positive relationships but negative ones with members of the other faction. The seminal work by Altafini [7] proposed a continuous time model over a signed graph
where the opinions can take any real value. It is shown that when the underlying graph satisfies structural balance (and assuming that it is strongly connected), the opinions converge to bipartite consensus and polarize, i.e., all opinions have the same absolute value with their signs indicating which agents belong to the same faction (if there is one faction, all opinions have the same sign). A discrete-time signed opinion model which is a counterpart of the Altafini model has also been proposed [78, 124], in which bipartite consensus is also attained under structural balance. These two models have initiated a lot of research in the field of signed opinion dynamics, and are, arguably, the most popular models in the literature. Extensions of these models and further analysis have been done in the literature, as can be noted in the recent work [108] and the references therein. Note, however, that both Altafini models and their extensions present an unrealistic opinion vanishing behavior (i.e., the opinions converge to zero) whenever the property of structural balance is lost in the underlying social network, with the underlying graph still being strongly connected.

Another class of models in opinions dynamics was proposed by Li et al. [104] and is based on an extension of the voter model to signed graphs. In this model, individuals initially take binary opinion values (e.g., 0 and 1). Then, at each subsequent time step, an individual is selected according to some process and updates her opinions by copying the same or the opposite opinion of one of her neighbors according to the sign of their relationship. By design, opinions cannot vanish under generic signed networks; however, the opinion values are simply discrete. Whenever the graph satisfies structural balance, they showed that the opinions polarize: one faction takes one value, while the other faction takes the remaining one. Recently, Lin et al. [107] proposed a model which can be regarded as an extension to the one from Li et al. In this model, opinions can take \( m \) different discrete values from a set \( S \). Then, an individual will copy the same opinion from a positive neighbor, but when facing a negative one, will randomly select an opinion
different from that neighbor from the set $S$.

In this paper, we propose a novel opinion model over signed graphs. We assume that the opinions are real numbers taking value in a closed interval and each edge of the graph indicates the friendly or antagonistic relationship between two individuals. Our model is inspired by the boomerang effect studied in social psychology [46, 35, 1], which aims to explain why in some situations where two individuals engage in communication, they may not end up being in a better agreement but rather their attitudes become more dissentive, i.e., their opinions do not go in the intended direction (e.g., consensus or agreement) but in the opposite direction (e.g., polarization). The early work [84] suggested that this phenomenon can be explained by “the relative distance between subjects’ attitudes and position of communication”. Our model is motivated by the empirical observations in the social sciences (e.g., from the study of interpersonal attraction [17]) that two friendly agents will be closer in their attitudes and perspectives than two unfriendly agents. Specifically, we make the following assumption: whenever two agents who have a positive relationship interact, they are more agreeable and their opinions will become closer or even be in consensus, i.e., the opinion changes in the intended direction. On the other hand, whenever two agents with a negative relationship interact, the differences in their opinions will be more polarized after the interaction because of their increasing disagreement, i.e., the opinion changes in the opposite direction. Our opinion model captures such behavior mathematically, and we call it the affine boomerang model. Mathematically, our proposed model is an affine model, which makes it remarkably simple, and its dynamics are self-explanatory. Besides a linear model like the discrete Altafini model, this is, arguably, the next simplest model structurally.

Our second contribution is a formal analysis of our proposed model: under certain conditions on the sign structures of the network that corresponds to structural balance, our model expresses opinion polarization, i.e., the opinions of two groups converge to
opposite extreme values of the closed interval.

Finally, it is important to compare our model and the aforementioned models in the literature. Our model has the property that opinions do not necessarily vanish whenever the graph is not balanced, but, for example, can continue fluctuating inside the closed interval. The vanishing behavior, which we mentioned happens in both types of Altafini models and their extensions, has been interpreted as if the agents in the network become neutral or indifferent towards a specific topic. In the case of three antagonistic groups in a connected network, this would mean that all groups will end up having a zero valued opinion, i.e., they will have consensus on not having an opinion. This might be difficult to interpret. Instead, our proposed model predicts that two groups will polarize their opinions and the third one will continue fluctuating its opinions since its members observe people they dislike having opposite opinions. Thus, this third group does not settle down to a definite opinion and its members are persistently disagreeing with each other. This is, arguably, more intuitive since individuals of a social network can always hold an opinion, independently of whether their network is balanced or not. Moreover if we have an unbalanced network that differs from a balanced one in just the sign of one edge, it is not clear why that would drive the whole social network towards an indifferent opinion. Instead, our model suggests that opinions may fluctuate around extreme values of opinion, which is more intuitive since the underlying social network is approximately balanced.

2.2 The model

A signed graph $G$ is an undirected graph with signed edges, i.e., with edge weights equal to either $+1$ or $-1$. Let $\mathcal{E} = \mathcal{E}_+ \cup \mathcal{E}_-$ be the edge set of $G$, where $\mathcal{E}_+$ is the set of positive edges and $\mathcal{E}_-$ the set of negative edges. $G$ is complete when there exists an edge
between any pair of vertices. A path from vertex \( i \) to \( j \) in \( G \) is a sequence of edges that connect a sequence of distinct vertices starting from \( i \) and finishing at \( j \). A connected component is any subgraph such that all of its vertices are connected to each other by paths, but they are not connected to any other vertex of \( G \). \( G \) is connected whenever it has only one connected component. The abbreviation \( i.o. \) stands for *infinitely often*.

We model the structure of a social network composed by agents as a graph. Then, throughout the paper, we use the words *graph* and *network* interchangeably, as well as the terms *vertex* and *agent*. Each agent in the network holds an opinion about a particular statement of a discussion topic, and her opinion describes how much she agrees with it. An agent \( i \) has an opinion \( x_i \in [o_{\min}, o_{\max}] \): \( x_i = o_{\max} \) whenever \( i \) completely agrees with the statement being discussed, and \( x_i = o_{\min} \) whenever she completely disagrees with it. The opinion vector \( x \in [o_{\min}, o_{\max}]^n \) has in its \( i \)th entry the opinion \( x_i \) of agent \( i \).

**Definition 2.2.1 (Sign arrangement property)** Given a connected signed graph \( G = (\{1, \ldots, n\}, E_+ \cup E_-) \) with \( n \geq 3 \), let \( G_+ = (\{1, \ldots, n\}, E_+) \). For \( k \in \mathbb{N} \), we say that \( G \) satisfies the \( k \)-sign arrangement property if

1. \( G_+ \) has \( k \geq 1 \) connected components, and
2. each negative edge connects vertices belonging to different connected components of \( G_+ \).

If this property holds, then each connected component of \( G_+ \) is a *faction*.

Based on the works [38, 54] in the sociological literature, we definite the notion of *structural* and *clustering balance* for connected graphs.

**Definition 2.2.2 (Structural and clustering balance)** Consider a connected signed graph \( G \) with \( n \geq 3 \). Assume the vertices of \( G \) can be partitioned in \( m \) groups such that
each positive edge joins two vertices from the same group and each negative edge joins vertices from different groups. We say that $G$ satisfies

(i) structural balance if $m \leq 2$, and

(ii) clustering balance if $m \geq 3$.

The following result follows immediately from the previous definitions.

**Lemma 2.2.1** Let $G$ be a complete signed graph. $G$ satisfies the $k$-sign arrangement if and only if it satisfies structural balance when $k \leq 2$ or clustering balance when $k \geq 3$.

Note that a signed graph satisfying the $k$-sign arrangement property does not need to be complete.

**Definition 2.2.3 (Affine boomerang model)** Let $G = (\{1, \ldots, n\}, \mathcal{E}_+ \cup \mathcal{E}_-)$ be a signed graph. Assume that each agent has an initial opinion $x_i(0) \in [o_{\min}, o_{\max}]$, $o_{\min} < o_{\max}$, and a self-weight $a_i \in (0, 1)$. At each time step $t \in \mathbb{Z}_{\geq 0}$, select randomly an edge of $G$; assume each edge $\{i, j\}$ has a time-invariant positive selection probability $p_{ij}$. Update the opinions of the two agents $i$ and $j$ according to:

$$x_i(t + 1) = \begin{cases} a_i x_i(t) + (1 - a_i) x_j(t), & \text{if } \{i, j\} \in \mathcal{E}_+, \\ a_i x_i(t) + (1 - a_i) o_{\min}, & \text{if } \{i, j\} \in \mathcal{E}_- \text{ and } x_i(t) < x_j(t), \\ a_i x_i(t) + (1 - a_i) o_{\max}, & \text{if } \{i, j\} \in \mathcal{E}_- \text{ and } x_i(t) \geq x_j(t), \end{cases}$$

(2.1)

and similarly for agent $j$.

The following remarks interpret and elaborate on the various features of the model.
Remark 2.2.2 (Bounded evolution) In our model, opinions take values on an arbitrary closed interval \([o_{\text{min}}, o_{\text{max}}]\). From a sociological (and intuitive) point of view, it is plausible to have bounded opinions since there is no clear interpretation of diverging opinions. Indeed, bounded opinions are present throughout the literature on opinion dynamics. The case \(o_{\text{min}} = -\theta\) and \(o_{\text{max}} = \theta\), for \(\theta > 0\), is characteristic in the literature on bipartite consensus (e.g., \([7, 156]\)), and the case \(o_{\text{min}} = 0\) and \(o_{\text{max}} = 1\) is characteristic in the literature of opinion dynamics over graphs with positive weights (e.g., \([5]\)) or bounded-confidence models (e.g., \([39]\)).

Remark 2.2.3 (Asynchronous updating) Our model features asynchronous updating of the opinions since only two opinions are updated simultaneously and independently per time step, instead of all opinions at once (which would be synchronous updating). This type of updating has been studied in other previous opinion models, e.g., in the Deffuant-Weisbuch model \([39]\) and in the gossip model \([31]\). A classic strategy is to assign homogeneous selection probability to each edge in the graph.

Remark 2.2.4 (Magnitude of the boomerang effect) Assume \(i\) and \(j\) are two agents with an antagonistic relationship and, without loss of generality, assume \(x_i(t) > x_j(t)\). As stated in the last case of equation \((4.3)\), when \(i\) and \(j\) interact, the opinion \(x_i(t+1)\) jumps towards the extreme opinion \(o_{\text{max}}\) and does so independently of the opinion difference \(d_{ij}(t) = |x_i(t) - x_j(t)|\). Note that this is a simplifying assumption in the sense that the jump magnitude (i.e., the magnitude of the boomerang effect) could be assumed to be directly proportionally to \(d_{ij}(t)\), inversely proportional to \(d_{ij}(t)\), or, more generally, a positive function of \(d_{ij}(t)\) ensuring boundedness of the evolutions. This simplifying assumption is justified because, to the best of our knowledge, no empirical evidence or psychological theory is available about the jump magnitude or about whether the magnitude should even depend upon \(d_{ij}\) at all. In this sense, our independence assumption is
arguably the simplest (and therefore preferrable) model.

2.3 Model analysis

In this section, we first introduce the two main theoretical results from our paper, namely, that the affine boomerang model can explain, given certain conditions on the underlying social network, both the polarization of opinions and their persistent fluctuations. Additionally, we present some numerical results on how opinions attempt to polarize when these conditions on the underlying social network are relaxed.

2.3.1 Theoretical results

Theorem 2.3.1 (Consensus and polarization in signed graphs) Consider a network satisfying the $k$-sign arrangement property. Consider the evolution of the affine boomerang model (4.3) with initial opinion vector $x(0) \in [o_{\min}, o_{\max}]^n$. Then

(i) Consensus: if $k = 1$, then, with probability one, $\lim_{t \to \infty} x(t) = c1_n$, where $c$ is a random convex combination of the entries of $x(0)$.

(ii) Polarization: if $k = 2$, then, with probability one, $\lim_{t \to \infty} x_i(t) = o_{\min}$ for each agent $i$ of one of the two factions and $\lim_{t \to \infty} x_j(t) = o_{\max}$ for each $j$ of the other faction.

Proof: Formally, at any time step, the selected edge is a discrete random variable over some probability space $(\Omega', \mathcal{F}', \mathbb{P}')$ with $\Omega'$ being the set of all edges on the graph, $\mathcal{F}'$ the power set, and $\mathbb{P}'[\{i, j\}] = p_{ij}$. Let $\omega(t)$ be the random edge selected at time $t$, then, the collection of random variables $\{\omega(t) \mid t \in \mathbb{Z}_{\geq 0}\}$ forms a stochastic process of an independent sequence of random variables. Then, an adequate probability space $(\Omega, \mathcal{F}, \mathbb{P})$
can be constructed with $\Omega = \prod_{t \in \mathbb{Z}_{\geq 0}} \Omega'$, $\mathcal{F}$ being the product of $\sigma$-algebras $\mathcal{F}'$ over $t \in \mathbb{Z}_{\geq 0}$, and $\mathbb{P}$ being the product probability measure $\prod_{t \in \mathbb{Z}_{\geq 0}} \mathbb{P}'$. Therefore, given the sequence of edges $\{s(t)\}_{t \in S}$ with some finite set $S \subset \mathbb{Z}_{\geq 0}$, $\mathbb{P}[\{\omega \in \Omega \mid \omega(t) = s(t), t \in S\}] = \prod_{t \in S} \mathbb{P}'[s(t)]$.

We start by considering the case $k = 1$. In this case, the model is a linear system of the form $x(t + 1) = W(t)x(t)$, where $W(t)$ is a random matrix that takes, at each time step, the value

$$W_{ij} = I_{n \times n} - (1 - a_i) e_i(e_i - e_j)^\top - (1 - a_j) e_j(e_j - e_i)^\top$$

whenever the edge $\{i, j\}$ is selected to be updated with probability $p_{ij}$ (here, $e_i$ is the $i$th column of the identity matrix $I_{n \times n}$). With probability one, $W(t)$ is a row stochastic matrix with a strictly positive diagonal for any $t$; moreover $W(t)$ is independent and identically distributed for any $t$. Thus, $\mathbb{E}[W(t)]$ (with respect to $\mathbb{P}'$) is a row stochastic matrix that, when interpreted as an adjacency matrix, corresponds to a connected undirected network. Under these assumptions, [32, Theorem 13.1] implies the first statement of the theorem.

Now we prove the case $k = 2$. For any opinion vector $x \in [o_{\min}, o_{\max}]^n$, we define the variable $Z : [o_{\min}, o_{\max}]^n \to \{1, 2\}$ as

(C1) $Z(x) = 1$ when there is no value $\tau > 0$ such that one faction has all of its opinions above $\tau$ and the other faction has them equal or below it;

(C2) $Z(x) = 2$ when there exists a value $\tau > 0$ such that one faction has all of its opinions above $\tau$ and the other faction has them equal or below it.

Clearly, $Z$ exhausts all possible situations for the values of the opinion vector $x$, and, moreover, induces a partition over the set $[o_{\min}, o_{\max}]^n$: $[o_{\min}, o_{\max}]^n = \bigcup_{m=1}^2 Z^{-1}(m)$ and $Z^{-1}(1) \cap Z^{-1}(2) = \emptyset$.

Now, let us remark that, from the random selection process of the edges, it immediately follows that $\{x(t)\}_{t \geq 0}$ is a random process over the probability space $(\Omega, \mathcal{F}, \mathbb{P})$; and,
moreover, it is a Markov process, i.e., \( P[x(t) \in Z^{-1}(m) \mid x(t-1) = c_{t-1}, \ldots, x(0) = c_0] = P[x(t) \in Z^{-1}(m) \mid x(t-1) = c_{t-1}] \) for any \( m \in \{1, 2\} \). Observe that, with probability one, \( x(t) \in [o_{\min}, o_{\max}]^n \) for any \( t \) since \( x(0) \in [o_{\min}, o_{\max}]^n \).

Now, assume that \( x(t) \in Z^{-1}(2) \) for some \( t < \infty \). Let \( F_1 \) be the faction such that \( x_i(t) \leq \tau \) for any \( i \in F_1 \); and \( F_2 \) the one such that \( x_i(t) > \tau \) for any \( i \in F_2 \). Let \( \theta_{F_1}(t) = \max_{i \in F_1} x_i(t) \) and \( \theta_{F_2}(t) = \min_{i \in F_2} x_i(t) \). If at \( t+1 \) some \( i \in F_1 \) and \( j \in F_2 \) are selected, we have that \( x_i(t+1) < x_i(t) \) and \( x_j(t+1) > x_j(t) \). On the other hand, if at \( t+1 \) both \( i \) and \( j \) belong to the same faction with \( x_i(t) \leq x_j(t) \), we have that \( x_i(t) \leq x_i(t+1), x_j(t+1) \leq x_j(t) \), with equality if and only if \( x_i(t) = x_j(t) \). From these two observations it is easy to show that \( \theta_{F_1}(t+1) \leq \theta_{F_1}(t) \) with probability one; i.e., \( \{\theta_{F_1}(s)\}_{s \geq t} \) is a non-decreasing sequence which is lower bounded by \( o_{\min} \). This implies convergence of \( \{\theta_{F_1}(s)\}_{s \geq t} \) to some lower bound \( c_{\min} \) with probability one. Now, for any \( \epsilon > 0 \) and \( t^* \geq t \), there exists some finite \( T > 0 \) such that if the sequence of edges \( \{(\theta_{F_1}(s), k(s))\}_{s=t}^{t^*+T} \) with \( k(s) \in F_2 \) for \( t \leq s \leq t^* + T \) is selected, then \( |\theta_{F_1}(t^*+T) - o_{\min}| < \epsilon \). Such sequence has a positive probability of being selected sequentially by the affine boomerang model for any \( t^* \), from which it follows that \( c_{\min} = o_{\min} \). Therefore, there is polarization for any \( i \in F_1 \) towards \( o_{\min} \). A similar reasoning leads to the proof that \( \{\theta_{F_2}(s)\}_{s \geq t} \) has an analogous increasing monotonic behavior and thus that there is polarization for \( i \in F_2 \) towards \( o_{\max} \) with probability one. In conclusion, if \( x(t) \in Z^{-1}(2) \) for \( t \geq 0 \), then polarization occurs with probability one and we say that \( Z^{-1}(2) \) is an absorbing set since the opinion vector cannot escape from it once it enters this set.

Therefore, to finish the proof of the theorem, we only need to prove that, given \( x(t) \in Z^{-1}(1) \) at any time \( t \), there always exists (with probability one) a finite sequence of edges such that eventually \( x(t^*) \in Z^{-1}(2) \) for some \( t < t^* < \infty \). Then, since any finite sequence of edges has positive probability of being selected sequentially by the affine boomerang model and \( Z^{-1}(2) \) is an absorbing set, it follows that \( P[x(t) \in
$Z^{-1}(1)$ i.o. $|x(0) \in Z^{-1}(1)| = 0$; and this finishes the proof for item (ii) of the theorem. Therefore, it suffices to prove that $\mathbb{P}[x(t + T) \in Z^{-1}(2) \text{ for some } T > 0 \mid x(t) = x_o] = 1$ for any $x_o \in Z^{-1}(1)$. So, let us fix any $x_o \in Z^{-1}(1)$. Let $T_{1\rightarrow 2}(t) = \inf\{t^* > t : x(t^*) \in Z^{-1}(2) \mid x(t) = x_o\}$ be the first time, after starting in $x_o \in Z^{-1}(1)$ at time $t$, at which the opinion vector enters the set $Z^{-1}(2)$. If we show that $\mathbb{P}[T_{1\rightarrow 2}(t) < \infty] = 1$ for any $t$, then we have finished the proof.

By the Markov property, we only need to show that $\mathbb{P}[T_{1\rightarrow 2}(0) < \infty] = 1$. We start by noticing that, by the finite-time proximity property (Lemma 2.5.1), there exists a sequence of edges $s(0), \ldots, s(\tau - 1)$ for some $\tau > 0$ such that $x(\tau) \in Z^{-1}(2)$. Let $\gamma_o := \min_{i,j} \{p_{ij}\}$ Then,

$$
\mathbb{P}[x(\tau) \in Z^{-1}(2) \mid x(0) = x_o] \geq \mathbb{P}[\omega(0) = s(0) \mid x(0) = x_o] \times \mathbb{P}[\omega(1) = s(1) \mid x(0) = x_o, \omega(0) = s(0)] \times \mathbb{P}[\omega(\tau - 1) = s(\tau - 1)] \mid x(0) = x_o, \omega(\ell) = s(\ell) \text{ for } \ell \in [0, \tau - 2]
$$

$$
= \mathbb{P}^r[s(0)] \mathbb{P}^r[s(1)] \ldots \mathbb{P}^r[s(\tau - 1)] \geq (\gamma_o)^\tau,
$$

where the first inequality comes from a repetitive application of the conditional probability and the following equality comes from the independence of the underlying stochastic process. Let $\Gamma > 0$ be any integer and $A_\ell = \{x(t) \notin Z^{-1}(2), t \in [\ell, \ell + \tau]\}$, then $\mathbb{P}[A_0 | x(0) = x_o] \leq 1 - \gamma_o^\tau$. Likewise, in a way similar to how we obtained expression (2.2),
we compute

\[ P[T_{1\rightarrow 2}(0) \geq (\tau + 1)\Gamma] = P[x(t) \notin Z^{-1}(2), t \in [0, (\tau + 1)\Gamma - 1]|x(0) = x_o] \]

\[ = P[\bigcap_{\ell=0}^{\Gamma-1} A_{\ell(\tau+1)}|x(0) = x_o] \]

\[ = P[A_0|x(0) = x_o] \]

\[ \times \prod_{\ell=1}^{\Gamma-1} P[A_{\ell(\tau+1)}|x(0) = x_o, \cap_0 \leq t \leq \ell A_{\ell(\tau+1)}] \]

\[ \leq (1 - \gamma \tau_o)^\Gamma =: \gamma^\Gamma. \]

Now, we observe that \( \sum_{t=1}^{\infty} P[T_{1\rightarrow 2}(0) \geq (\tau + 1)t] \leq \sum_{t=1}^{\infty} \gamma^t = \frac{\gamma}{1-\gamma} < \infty \) because of geometric series since \( 0 < \gamma < 1 \). Then, by the first Borel-Cantelli lemma, we conclude that \( P[T_{1\rightarrow 2}(0) < \infty] = 1 \). This concludes the proof.

A consequence of Theorem 2.3.1 is that a complete social network that satisfies structural balance with two factions ends up having its agents with totally opposite opinions. This agrees with the intuitive result that antagonistic groups are expected to develop polarized opinions, as shown by other models in the literature [104, 108]. Also, as expected, if there are no negative relationships between the agents (i.e., there is only one faction), all agents reach consensus. Finally, we remark that, in our model, since the opinions converge to \( o_{\text{min}} \) and \( o_{\text{max}} \) in the case of polarization, the agents’ final opinions can be more extreme than the most extreme initial opinions. This phenomenon does not arise in models proposed in the literature on bipartite consensus and based on weighted averaging of opinions (e.g., in the Altafini model).

**Lemma 2.3.2 (Fluctuations)** Consider a network satisfying the k-sign arrangement property with \( k \geq 3 \) factions \( \{F_1, \ldots, F_k\} \) and such that there exists at least one negative edge between any pair of factions. Consider the boomerang opinion dynamics model (4.3) with \( x_i(0) = o_{\text{min}} \) for any \( i \in F_1 \), \( x_i(0) = o_{\text{max}} \) for any \( i \in F_2 \), and \( x_i(0) \in (o_{\text{min}}, o_{\text{max}}) \)
for any $i \in F_k$, $k \geq 3$. Then, for any $0 < \epsilon < (o_{\text{max}} - o_{\text{min}})/2$ and any $i \in F_k$, $k \geq 3$,

$$
P[x_i(t) \in (o_{\text{min}}, o_{\text{min}} + \epsilon) \cup (o_{\text{max}} - \epsilon, o_{\text{max}}) \text{ i.o.}] = 1.
$$

**Proof:** Note that $x_i(t) \in (o_{\text{min}}, o_{\text{max}})$ for any $t \geq 0$ and any $i \in F_k$, $k \geq 3$, with probability one. Pick a positive $\epsilon < (o_{\text{max}} - o_{\text{min}})/2$ and define the intervals $A_\epsilon^c = (o_{\text{min}}, o_{\text{min}} + \epsilon)$, $A_\epsilon^u = (o_{\text{max}} - \epsilon, o_{\text{max}})$ and $A_\epsilon^c = [o_{\text{min}} + \epsilon, o_{\text{max}} - \epsilon]$. Note that these three intervals are non-empty and form a partition of $(o_{\text{min}}, o_{\text{max}})$.

Now, take any $i \in F_k$, $k \geq 3$. First, define the random stopping times $\tau_{c \to \ell}(t) = \inf\{t^* > t | x_i(t^*) \in A_\epsilon^c | x_i(t) \in A_\epsilon^c\}$, $\tau_{\ell \to u}(t) = \inf\{t^* > t | x_i(t^*) \in A_\epsilon^u | x_i(t) \in A_\epsilon^u\}$ and $\tau_{u \to \ell}(t) = \inf\{t^* > t | x(t^*) \in A_\epsilon^c | x_i(t) \in A_\epsilon^c\}$. Note that, if the pair $\{i, j\}$ is chosen, then the opinion of $i$ is always pushed towards $o_{\text{max}}$ if $j \in F_1$, and always pushed towards $o_{\text{min}}$ if $j \in F_2$ (this follows from the fact that for any $k \in F_1 \cup F_2$, $x_k(t) = x_k(0)$ for all $t \geq 0$ with probability one). Then, following a reasoning similar to the one adopted in the proof of Theorem 2.3.1, we conclude that $\mathbb{P}[\tau_{c \to \ell}(t) < \infty] = \mathbb{P}[\tau_{\ell \to u}(t) < \infty] = \mathbb{P}[\tau_{u \to \ell}(0) < \infty] = 1$ for any $t \geq 0$, from which the result follows.

Note that the conditions for the underlying signed network in this lemma are immediately satisfied if the network is complete and satisfies clustering balance. This lemma is interpreted as follows. Assume there are multiple antagonistic groups of people such that for any two groups there exist two members that can communicate with each other. Additionally, assume that only two groups are already polarized in the opinion spectrum with the rest having opinions at intermediate values (i.e., mathematically, in the interval $(o_{\text{min}}, o_{\text{max}})$). Then, these non-polarized groups will have their opinions always fluctuating at intermediate values, i.e., their opinions do not polarize or reach consensus at some specific value. Intuitively, since the boomerang effect is persistent on the agents with intermediate values, these agents cannot settle on a definite opinion since they con-
continue to interact with antagonistic agents on both ends of the spectrum. This behavior of opinion fluctuation has been observed in other models in the presence of stubborn agents who forbid the consensus of opinions among the agents [4]. Our work is the first one to propose a persistent fluctuating behavior based on the structure of friendly and antagonistic relationships in a social network.

### 2.3.2 Numerical results

For a complete graph satisfying structural balance, which is a particular case satisfying the conditions of Theorem 2.3.1 Figure 3.4 shows some example evolutions for self-weights $a_i = a \in (0,1)$ for any agent $i$. We observed that, in general, the larger the self-weights, the more time the polarization process takes.

Figure 2.2 shows examples where the underlying signed network has three factions. Remarkably, under generic initial conditions (which are weaker initial conditions than the ones in Corollary 2.3.2), two factions tend to polarize and the opinions of the third one show persistent fluctuations.

Finally, we provide numerical evidence of the behavior under networks that are the result of perturbations on balanced networks. Consider the situation where a complete and balanced social network with two antagonistic factions is randomly perturbed by flipping the sign of some of its edges. Intuitively, for small perturbations, we would expect that opinions, though not being able to perfectly polarize, would still “attempt” to be in such a state and fluctuate near extreme values. Figure 2.3 shows some examples confirming this phenomenon.
2.4 Conclusion

We have proposed a novel simple model for opinion dynamics over signed graphs. This model provides intuitive behavior and results on the opinion evolution under sociologically relevant sign structures of the underlying social network. Future work may be the inclusion of directional updating (i.e., updating one opinion at a time) in the model, as well as its analysis under relevant directed network structures. Another open direction for research is an analytical understanding of the transient time and convergence analysis for the polarization of opinions of the factions in a balanced network.

2.5 Appendix

Lemma 2.5.1 (Finite-time proximity property) Consider the same assumptions as in Theorem 2.3.1 with a network satisfying the 2-sign arrangement property. There exists a finite sequence of edges such that, if they are selected sequentially by our affine boomerang model, then, inside the interval \([o_{\text{min}}, o_{\text{max}}]\), the opinions of any two vertices become arbitrarily close if they belong to the same faction, or arbitrarily apart if they
Proof: Since the network satisfies the 2-sign arrangement, for any $i$ and $j$ that belong to the same faction, there exists a nonempty collection of paths $\mathcal{P}_{i\leftrightarrow j}^+$ between $i$ and $j$ in which each path contains only positive edges. Let $p \in \mathcal{P}_{i\leftrightarrow j}^+$, then, from statement (i) from Theorem 2.3.1, we observe that if we only update pair of vertices present along the path $p$, then they can become arbitrarily close. Then, we can construct a finite sequence of edges such that it includes only edges from one or more different paths in $\mathcal{P}_{i\leftrightarrow j}^+$ in a sufficient number so that $i$ and $j$ become arbitrarily close. This proves the first part of the lemma.

Now, we consider the case where $i$ and $j$ belong to different factions. Notice that equation (4.3) clearly shows that we can always make the opinions of two vertices joined by a negative edge arbitrarily apart by continuously sampling such edge. Let $\mathcal{P}_{i\leftrightarrow j}^-$ be the nonempty collection of paths between $i$ and $j$. Due to the structure of the network,
any $p \in \mathcal{P}_{i \leftrightarrow j}$ must have an odd number of negative edges. Then, $p$ can be constructed by appropriately concatenating sequences of positive edges with sequences of negative edges. From our discussion above, we can make the opinions of the agents participating in any of these positive sequences (if any) arbitrarily close, and the opinions of the agents in any of the negative edges arbitrarily apart. Then, it is possible to come up with a finite sequence of edges such that $i$ and $j$ become arbitrarily apart. This finishes the proof of the lemma.

\[ \blacksquare \]
Chapter 3

Multi-group SIS Epidemics with Simplicial and Higher-Order Interactions

3.1 Introduction

The study and modeling of the spread of infectious diseases in contact networks has a long history of development and is of major relevance today. A first class of models are called scalar models, where a single population is studied. The epidemiological evolution in this single population is represented by the dynamics of one or more scalar values that represent a specific proportion of the population (e.g., a scalar value can represent the proportion of currently infected people). We refer to the work [81] for a survey on these type of models. The basic assumption on these models is that the whole population is homogeneous, i.e., every individual in the population has the same probability of interaction. However, in view of this shortcoming, network or multi-group models were introduced, in which several homogeneous populations, also called groups,
interact with each other according to an underlying contact network. Thus, these models can capture different kinds of heterogeneity, e.g., age structures, spatial diversity and social behavior. The epidemics is then modulated by the different model parameters (e.g., the recovery rate from a disease) that each population may have, and the connectivity of the underlying network and the strength of its connections. Thus, the propagation of the epidemic is now a network process.

Multi-group epidemic models have a longstanding history that can be traced back to the seminal works [80, 100]. A recent interpretation as an approximation of Markov-chain models is given by [150]. Degree-based versions of the model have been analyzed through statistical mechanics in the physics community [140, 60]. Stability analyses by the controls community include [64, 95]. Much recent work by the control community has focused on (i) control of epidemic dynamics in multi-group models, e.g. [175, 133], (ii) extensions of epidemics on time-varying graphs across populations, e.g. [135, 138], (iii) extensions to multi-competitive viruses on multi-group models, e.g. [139], and (iv) game-theoretical analysis on multi-group models, e.g. [83, 136]. Finally, we mention the recent surveys [123, 133].

In this work, we focus on the Susceptible-Infected-Susceptible (SIS) model for the propagation of infectious diseases in the context of social contagion. SIS models are applicable to diseases that have the possibility of a repeated reinfection, i.e., those in which a person does not develop permanent immunity after recovery [118]. Some examples of these diseases are gonorrea, chlamydia, the common cold, etc. In the scalar SIS model, the population can be divided in two fractions: those who are infected and those who are susceptible to become infected [81]. In the multi-group SIS model, each node of the graph can be interpreted as either (i) an individual and its associated scalar variable as the infection probability, or (ii) as a homogeneous group of individuals and the associated scalar variable is the fraction of infected individuals. The type of interaction among the
individuals or populations defines the social contagion mechanism.

In SIS models, it is important to investigate conditions under which the system converges or not to a *disease-free* equilibrium, i.e., a state in which all populations become healthy/uninfected (or equivalently, the probability of any person of being infected becomes zero) or to an *endemic* equilibrium, i.e., a state in which all populations maintain a (nonzero) fraction of its members always infected (or equivalently, the probability of any person of being infected remains nonzero).

**Nonlinear incidence and simplicial contagion models** The vast majority of the literature on multi-group SIS models (and other epidemic models in general) considers only that the interaction between populations (or individuals) is pairwise, i.e., the social contagion occurs only through the edges that connect them. Equivalently, in the context of scalar models, this prevalent assumption is understood as the *incidence rate*, i.e., the rate of new infections, being bilinear in the proportions of infected and susceptible people (because the rate is simply the product of both proportions). The idea of considering nonlinear incidence rates in epidemic scalar models can be traced back to the late eighties [109].

From a network-science viewpoint, the recent work by Iacopini et al. [87] elaborates on the idea of nonlinear incidence models and considers higher-orders of interaction in the social contagion of a disease. Since its publication, the work [87] has received considerable interest and much attention is now focused on higher-order interactions and simplicial models. We now elaborate on these ideas. Consider three populations or individuals $i, j, k$. If the pairwise interactions $\{i, j\}$ or $\{i, k\}$ occur, then there is a certain susceptibility of $i$ to be infected. However, if the whole group $\{i, j, k\}$ interact together, then the likelihood of infection for $i$ may increase since now the simultaneous interaction effect by $j$ and $k$ are aggregated to the single pairwise interactions we previously
described. We can consider \( \{i, j, k\} \) as a hyperedge. An important class of hypergraphs is a *simplicial complex*, which is a hypergraph that contains all nonempty subsets of hyperedges as hyperedges. In a simplicial complex, a hyperedge with \( d \) vertices forms a \((d - 1)\)-simplex, and the simplicial complex is said to be of dimension \( d - 1 \) if \( d \) is the largest number of vertices in any of its simplices (i.e., in its largest simplex). As an example, if \( \{i, j, k\} \) is a 2-simplex, then \( \{i, j\} \), \( \{j, k\} \), \( \{i, k\} \), \( \{i\} \), \( \{j\} \), \( \{k\} \) are simplices. Thus, a simplex \( \{i, j, k\} \) can be understood as a set of nodes that form a triad. Note that if \( \{i, j\} \), \( \{j, k\} \) and \( \{i, k\} \) belong to a simplicial complex, then \( \{i, j, k\} \) is not necessarily a simplex. We refer to [75] for a general and extensive treatment of simplicial complexes. Starting from these ideas, the work [87] proposes a new SIS model that considers the evolution of the epidemic with an underlying simplicial complex of dimension 2, as opposed to the classical SIS model that has up to 1-simplices. However, [87] performs the analysis of a mean-field approximation which becomes a scalar model. A different derivation of the SIS model over simplicial complexes was recently introduced in [121] from a Markov-chain and mean-field approximation perspective up to 2-simplices. Also recently, Jhun et al. [91] consider the multi-group SIS model and restrict their analysis to a mean-field approximation of the model for a special class of simplicial complexes, namely, an infinite hypergraph composed of hyperedges of the same size corresponding to simplicial complexes of the same dimension.

As discussed by [87], the adoption of simplicial interactions in modeling contagion bears some similarities with the modeling ideas behind linear threshold models by Granovetter [73] in sociology, where individuals adopt innovations only when a certain fraction of their contacts have earlier adopted that innovation. Moreover, simplicial and higher-order graphical models may be more accurate than simpler pairwise contagion models to describe transmission events during large gatherings or other social aggregation phenomena [93, 55]. Overall, the study of simplicial and higher-order interactions
is well motivated by the observation that these structures are ubiquitous and play an important role in real-world social networks [28, 86, 22, 152]. We refer to the excellent recent survey [19] for an overview of the emerging field of networks with higher-order interactions.

**Problem statement**  We now state what is, to the best of our knowledge, an outstanding open problem. Namely, no work in the current literature establishes a formal analysis of the dynamical behavior of a general multi-group SIS model with higher-order interaction terms over general classes of (hyper)graphs. An example of such model could be an SIS model with interactions described by a finite simplicial complex. Our paper responds to this need. The analysis of such a model may help better understand the effect of higher-order interaction terms on the dynamics of social contagion in societies with large gatherings or other social aggregation phenomena.

**Contributions**  As main contribution of this paper, we consider the simplicial SIS model and analyze its dynamical behavior. In particular, we identify conditions on the parameters of the model that allow us to conclude the existence and asymptotic behavior of a disease-free and/or endemic equilibrium. In particular, we prove that the model, according to different regimes in its parameter space, can have its dynamic behavior classified in three domains: (i) disease-free domain: where convergence to a disease-free equilibrium is guaranteed as well as the nonexistence of endemic equilibria; (ii) bistable domain: where, depending on the initial amount of infection across populations, convergence to a disease-free or endemic equilibria may occur; and (iii) endemic domain: where the disease-free equilibrium is unstable and a unique endemic equilibrium is asymptotically stable. While the conditions given in our main theorem (Theorem 3.5.2) does not exhaust all possible values of the system parameters, we include numerical results that il-
lustrate the tightness of our derived conditions. Despite this gap, our sufficient conditions rigorously establish the crucial qualitative behavior of transition between the disease-free domain and the bistable domain. To the best of our knowledge, this transition was formally proved only for the scalar version of the simplicial SIS model in [87].

As second contribution, we propose an iterative algorithm which computes an endemic state through monotone convergence when the system is in either the bistable or the endemic domain according to the presented sufficient conditions. We remark that obtaining a closed form expression for an endemic equilibrium appears to be intractable and, indeed, for the classical multi-group SIS model the best-known result is a monotonic convergent iteration, see [123, Theorem 4.3].

As third contribution, we present a general multi-group SIS model with higher-order interactions, generalizing the two dimensional simplicial SIS model. Analyzing this generalized model, we prove that the existence of the bistable domain is a general phenomenon resulting from higher-order interactions. While the treatment becomes more cumbersome, we show that our analysis techniques are still applicable.

As minor contributions, we provide numerical examples that illustrate the behavioral domains of the simplicial SIS model and present two interesting conjectures about the features of the epidemic diagram. Moreover, we present a self-contained formal review of previously known results for the scalar version of the simplicial SIS model; this review facilitates the comparison between the scalar and the multi-group models.

We conclude by mentioning that, to prove our results, we make use of the theory of Metzler matrices and positive systems, fixed-point analysis of continuous mappings, and exponential convergence with matrix measures and Lyapunov theory. We review a little known result for exponential convergence combining the theory of matrix measures for positive systems with the theory of solution estimates (Coppel’s inequality) for systems with continuously differentiable vector fields. We remark that previous works that ana-
lyze the classical multi-group SIS model have used specialized cases of this exponential convergence result, e.g., see [64, Theorem 2.7].

Given $A \in \mathbb{R}^{n \times n}$, let $\rho(A)$ denote its spectral radius and let $A \geq 0$ mean that all its elements are non-negative. A nonnegative matrix $A$ is irreducible if for any $i, j \in \{1, \ldots, n\}$, there exists a $k = k(i, j) \leq n - 1$ such that the $ij$ entry of $A^k$ is positive. Alternatively, if $A \geq 0$ is regarded as a weighted adjacency matrix of some directed graph $\mathcal{G}$, $A$ is irreducible if and only if the graph $\mathcal{G}$ is strongly connected. If $A \geq 0$ is irreducible, then, by the Perron-Frobenius theorem [82, Theorem 8.4.4.], its eigenvalue with largest magnitude $\lambda_{\text{max}}(A)$ is real, simple, and equal to $\rho(A) > 0$. This eigenvalue is called the Perron-Frobenius or dominant eigenvalue and has associated left and right

Paper organization Section 3.2 is the preliminaries and notation. Section 3.4 introduces the simplicial SIS model. Section 3.5 presents the dynamical analysis. Section 3.7 presents numerical examples, and Section 6.7 is the conclusion.

3.2 Preliminaries and notation

3.2.1 General notation

Given $A \in \mathbb{R}^{n \times n}$, let $\rho(A)$ denote its spectral radius and let $A \geq 0$ mean that all its elements are non-negative. A nonnegative matrix $A$ is irreducible if for any $i, j \in \{1, \ldots, n\}$, there exists a $k = k(i, j) \leq n - 1$ such that the $ij$ entry of $A^k$ is positive. Alternatively, if $A \geq 0$ is regarded as a weighted adjacency matrix of some directed graph $\mathcal{G}$, $A$ is irreducible if and only if the graph $\mathcal{G}$ is strongly connected. If $A \geq 0$ is irreducible, then, by the Perron-Frobenius theorem [82, Theorem 8.4.4.], its eigenvalue with largest magnitude $\lambda_{\text{max}}(A)$ is real, simple, and equal to $\rho(A) > 0$. This eigenvalue is called the Perron-Frobenius or dominant eigenvalue and has associated left and right
Perron-Frobenius or dominant eigenvectors with positive entries (normalized to have unit sum, by convention).

Let \( \| \cdot \| \) denote an arbitrary norm, \( \| \cdot \|_p \) denote the \( \ell_p \)-norm, and \( \| \cdot \|_{p,Q} := \| Q \cdot \|_p \) with \( Q \) being a positive definite matrix denote a weighted \( \ell_p \)-norm. When the argument of a norm is a matrix, we refer to its respective induced matrix norm. Given two vectors \( x, y \in \mathbb{R}^n \), we denote \( x \ll y \) when \( x_i < y_i \) for every \( i \); \( x \leq y \) when \( x_i \leq y_i \) for every \( i \); and \( x < y \) when \( x \leq y \) and \( x \neq y \).

Let \( I_n \) be the \( n \times n \) identity matrix, \( 1_n, 0_n \in \mathbb{R}^n \) be the all-ones and all-zeros vector with \( n \) entries respectively. Let \( 0_{n \times n} \) be the \( n \times n \) zero matrix. Let \( \text{diag}(X_1, \ldots, X_N) \in \mathbb{R}^{\sum n_i \times \sum n_i} \) represent a block-diagonal matrix whose elements are the matrices \( X_1 \in \mathbb{R}^{n_1 \times n_1}, \ldots, X_N \in \mathbb{R}^{n_N \times n_N} \). Given a vector \( x \in \mathbb{R}^n \), \( \text{diag}(x) = \text{diag}(x_1, \cdots, x_n) \). Let \( \mathbb{R}_{\geq 0} \) be the set of non-negative real numbers. Given \( x_i \in \mathbb{R}^{k_i} \), for \( i \in \{1, \ldots, N\} \), we let \( (x_1, \ldots, x_N) = \begin{bmatrix} x_1^\top & \cdots & x_N^\top \end{bmatrix} \).

Finally, we recall a classic monotonicity property. If \( A \) and \( A' \) are square matrices of the same dimension,

\[ 0 \leq A \leq A' \implies \rho(A) \leq \rho(A'). \tag{3.1} \]

### 3.2.2 Matrix measures

Given \( A \in \mathbb{R}^{n \times n} \) and norm \( \| \cdot \| \) on \( \mathbb{R}^n \), its associated matrix measure is \( \mu(A) = \lim_{h \to 0^+} \frac{\| I_n + hA \| - 1}{h} \) \[168, 47\]. Given \( x \in \mathbb{R}^n \) and \( \xi \gg 0_n \), the weighted \( \ell_\infty \)-norm is \( \| x \|_{\infty, \text{diag}(\xi)} = \| \text{diag}(\xi)x \|_\infty \) its associated matrix measure is

\[
\mu_{\infty, \text{diag}(\xi)}(A) = \max_{i \in \{1, \ldots, n\}} \left( a_{ii} + \xi_i \sum_{j=1, j \neq i}^n |a_{ij}|/\xi_j \right).
\]
Given a Metzler matrix $M \in \mathbb{R}^{n \times n}$ and a scalar $b$,

$$M \xi \leq b \xi \iff \mu_{\infty, \text{diag}(\xi)}^{-1}(M) \leq b. \quad (3.2)$$

### 3.3 Exponential convergence and matrix measures

The following result combines the matrix measure results shown above with the Coppel’s inequality as stated in [168, Theorem 22, (Chapter 2, page 52)]. To the best of our knowledge, this connection and the result in [168] have not been explicitly exploited before. This result will be useful for the paper’s main theorem.

**Theorem 3.3.1 (Exponential convergence from Coppel’s inequality)** Consider a smooth dynamical system $\dot{x} = f(x)$ with a convex compact invariant set $\mathcal{X}$ and an equilibrium point $x^* \in \mathcal{X}$. Write the system as

$$\dot{x} = D(x, x^*)(x - x^*). \quad (3.3)$$

where $D(x, x^*) \in \mathbb{R}^{n \times n}$ is a function of $x$ and $x^*$. Let $\|\cdot\|$ be a norm and $\mu$ be its associated matrix measure $\mu$. If $\mu(D(x, x^*)) \leq -c$ for any $x \in \mathcal{X}$, then $x^*$ is the unique exponentially stable equilibrium point in $\mathcal{X}$ and exponential convergence is attained at rate $c$. Moreover, $V(x) = \|x - x^*\|$ is a global Lyapunov function for $x^*$ in $\mathcal{X}$.

**Proof:** First, it is always possible [168, Lemma 17, Chapter 2, page 52] to write $f$ in the form (3.3) using the fundamental theorem of calculus and the convexity of $\mathcal{X}$. Second, as argued in [48, Chapter 1, page 3], since the right-hand derivative of $x(t) - x^*$...
is \( \dot{x}(t) \) at any \( t \geq 0 \), the right-hand derivative \( \frac{d^+}{dt} \|x - x^*\| \) exists and moreover

\[
\frac{d^+}{dt} \|x - x^*\| = \lim_{h \to 0^+} \frac{\|x - x^* + h\dot{x} - x^*\|}{h} \\
\leq \lim_{h \to 0^+} \frac{\|I_{n} + hD(x, x^*)\| - 1}{h} \|x - x^*\| \\
\leq \mu(D(x, x^*)) \|x - x^*\| \leq -c \|x - x^*\|
\]

where the second inequality follows from Coppel’s inequality as in [48, Theorem 3, Chapter 3] and in [168, Theorem 22, Chapter 2, page 52], and the third inequality follows from the negative matrix measure assumption. Therefore, applying Grönwall’s inequality, any trajectory \( x(t) \) starting in \( \mathcal{X} \) satisfies \( \|x(t) - x^*\| \leq e^{-ct} \|x(0) - x^*\| \). Moreover, \( x^* \) is the unique globally exponentially stable equilibrium in \( \mathcal{X} \).

Finally, observe that \( V(x) = \|x - x^*\|, x \in \mathcal{X} \), is a Lyapunov function with respect to \( x^* \) since (i) it is globally proper, i.e., for each \( \ell > 0 \), the set \( \{x \in \mathcal{X} \mid V(x) \leq \ell\} \) is compact (since \( \mathcal{X} \) is compact), (ii) it is positive definite on \( \mathcal{X} \), (iii) strictly decreasing for any \( x \neq x^* \) on \( \mathcal{X} \). This finishes the proof. \( \blacksquare \)

### 3.4 The Simplicial SIS model

We study the following multi-group deterministic model, which can be regarded as a mean-field approximation of a more realistic stochastic model.

![Simplicial SIS as a compartmental model](image)

Figure 3.2: Simplicial SIS as a compartmental model
Definition 3.4.1 (The simplicial SIS model) Assume \( x \in [0, 1]^n \), and let \( \beta_1, \beta_2 > 0 \) and \( \gamma_i > 0 \), \( i \in \{1, \ldots, n\} \). Then, the simplicial SIS model is, for any \( i \in \{1, \ldots, n\} \),

\[
\dot{x}_i = -\gamma_i x_i + \beta_1 (1 - x_i) \sum_{j=1}^{n} a_{ij} x_j + \beta_2 (1 - x_i) \sum_{j,k=1}^{n} b_{ijk} x_j x_k,
\]

or, in its matrix form, with \( \Gamma = \text{diag}(\gamma_1, \cdots, \gamma_n) \), the model is

\[
\dot{x} = -\Gamma x + \beta_1 (I_n - \text{diag}(x)) Ax + \beta_2 (I_n - \text{diag}(x))(x^\top B_1 x, \cdots, x^\top B_n x)^\top
\]

where \( B_i = \begin{bmatrix} b_{i11} & \cdots & b_{i1n} \\ \vdots & \ddots & \vdots \\ b_{in1} & \cdots & b_{inn} \end{bmatrix} \), \( i \in \{1, \ldots, n\} \), and \( A = (a_{ij}) \) are nonnegative matrices.

We now provide some remarks about this definition.

Remark 3.4.1 (Interpretation of Definition 3.4.1) (i) Matrix \( A \geq 0 \) represents the pairwise contact rate between the agents: \( a_{ij} > 0 \) if agent \( i \) (i.e., population or individual) is in contact with \( j \); and the magnitude of \( a_{ij} \) indicates the contact frequency: the larger, the more positive effect on the infection spread. Now, for matrix \( B_i \geq 0 \), \( b_{ijk} > 0 \) if agent \( i \) can have a simultaneous interaction with \( j \) and \( k \), and the magnitude of \( b_{ijk} \) indicates the strength of the interaction. Thus, the elements of \( B_i \) indicate higher-order interaction effects that two agents jointly have over \( i \). This is a key structural difference with the classical multi-group SIS model, see Figure 3.7. Finally, \( a_{ii} > 0 \) and \( b_{iii} > 0 \) indicate different orders on the effect of actions taken by \( i \) that increase the effect of the infection, and \( b_{ijj} > 0 \) indicates the higher-order effects of \( j \)’s actions over \( i \).

(ii) If our model is strictly defined over a simplicial complex, then \( A \) and \( B_i \) should be symmetric and have joint restrictions on their elements. However, in our work, we do not restrict \( A \) or \( B_i \) to be symmetric and consider a more general mathematical model.
We keep the term simplicial in the title of the model since the special case of simplicial complexes inspired the more general model.

(iii) The parameter $\gamma_i$ is the recovery rate of agent $i$ from the infection. Parameters $\beta_1$ and $\beta_2$ are the infection rates at which an agent may get infected due to pairwise or higher-order interactions respectively. Figure 3.2 shows how these parameters modulate the proportion of infected and susceptible people inside a population, or equivalently, the changes in the probability for an individual to be infected or susceptible.

We revisit the qualitative behavioral domains that a multi-group SIS model with higher-order terms must display.

**Definition 3.4.2 (Epidemic domains)** Consider the simplicial SIS model with fixed parameters $\Gamma$, $A$ and $B_i$ for all $i \in \{1, \ldots, n\}$. According to the values of parameters $(\beta_1, \beta_2)$, the system is in the:

(i) Disease-free domain: the disease-free equilibrium $0_n$ is the unique equilibrium and globally stable.

(ii) Bistable domain: the disease-free equilibrium is locally asymptotically stable and there exists an endemic equilibrium $x^* \gg 0_n$ which is also locally asymptotically stable.

(iii) Endemic domain: the disease-free equilibrium is unstable and there exists a unique endemic equilibrium that is asymptotically stable in $[0, 1]^n \setminus \{0_n\}$.

The following theorem describes the behavior of the scalar version of the simplicial SIS model in [87]; although [87] does not state its results as a theorem, we present them as such for comparison purposes.
Theorem 3.4.2 (Dynamics of the scalar model in [87]) Consider the scalar simplicial SIS model
\[ \dot{y} = -\gamma y + \beta_1 (1 - y)y + \beta_2 (1 - y)y^2 \] (3.6)
with \( y \in [0, 1]^n \) and \( \gamma, \beta_1, \beta_2 > 0 \). Then, the set \([0, 1]\) is invariant and 0 is an equilibrium point. Define \( v_c(\beta_2/\gamma) = 2\sqrt{\frac{\beta_2}{\gamma} - \frac{\beta_1}{\gamma}} \) and the two variables \( \nu_\pm = \frac{1}{2}(1 - \frac{\beta_1}{\beta_2}) \pm \frac{1}{2\beta_2} \sqrt{(\beta_1 - \beta_2)^2 - 4\beta_2(\gamma - \beta_1)} \). Moreover,

**Disease-free domain:** If either \( \frac{\beta_2}{\gamma} \leq 1 \) and \( \frac{\beta_1}{\gamma} \leq 1 \), or \( \frac{\beta_2}{\gamma} > 1 \) and \( \frac{\beta_1}{\gamma} < v_c(\beta_2/\gamma) \), then

(i) 0 is the unique equilibrium point in \([0, 1]\),

(ii) 0 is globally asymptotically stable in \([0, 1]^n\).

**Bistable domain:** If \( \frac{\beta_2}{\gamma} > 1 \) and \( v_c(\beta_2/\gamma) < \frac{\beta_1}{\gamma} < 1 \), then \( \nu_-, \nu_+ \in (0, 1] \) and

(iii) 0 is locally asymptotically stable in \([0, \nu_-]\),

(iv) \( \nu_+ \) is a locally asymptotically stable equilibrium in \((\nu_-, 1]\), and

(v) \( \nu_- \) is an unstable equilibrium.

**Endemic domain:** If \( \frac{\beta_1}{\gamma} > 1 \), then

(vi) 0 is unstable,

(vii) \( \nu_+ \) is the unique equilibrium in \((0, 1]\) and is globally asymptotically stable in \((0, 1]\).

Notice the polynomial resemblance of the scalar model in (3.6) and our multi-group simplicial model in (3.5).

### 3.5 Analysis of the model

First, we establish properties of the model independently from their parameter values.
Lemma 3.5.1 (General properties of the simplicial SIS model) Consider the simplicial SIS model with an irreducible $A \geq 0$ and arbitrary $B_i \geq 0$. Then,

(i) The set $[0, 1]^n$ is an invariant set.

(ii) If $x(0) > 0_n$, then $x(t) \gg 0_n$ for any $t > 0$.

(iii) The origin $0_n$ is an equilibrium of the system and there are no other equilibria on the boundary of the set $[0, 1]^n$.

Proof: Let $f(x)$ be the right-hand side of equation (3.5). We first prove statement (i). Following Nagumo’s theorem [26, Theorem 4.7] we analyze the vector field at the boundary of $[0, 1]^n$. From equation (3.4), we see that 1) $f_i(x) \geq 0$ for all $x \in [0, 1]^n$ such that $x_i = 0$ for some $i \in \{1, \ldots, n\}$; 2) $f_i(x) < 0$ for all $x \in [0, 1]^n$ such that $x_i = 1$ for some $i \in \{1, \ldots, n\}$; from which it follows that $[0, 1]^n$ is an invariant set. This proves statement (i).

Set the change of variables $y = e^{\Gamma t} x$. Then, from equation (3.5),

$$
\dot{y} = \text{diag}(e^{\gamma_1 t}, \cdots, e^{\gamma_n t})(I_n - \text{diag}(x))(\beta_1 A x + \beta_2 (x^\top B_1 x, \cdots, x^\top B_n x)^\top).
$$

(3.7)
Since \( x(0) \in [0, 1]^n \), notice that \( \dot{y}(t) \geq 0_n \) for any \( t \geq 0 \), and so there is the monotonicity property \( y(t_1) \geq y(t_0) \) for any \( t_1, t_0 \geq 0 \). Now, we prove statement (ii) by contradiction. Let us assume that \( x(0) > 0_n \), which implies \( y(0) > 0_n \), and that there exists some \( i \in \{1, \ldots, n\} \) and \( T > 0 \) such that \( y_i(T) = 0 \). Then, because of the monotonicity property, \( y_i(t) = 0 \) for all \( t \in [0, T] \), which implies that \( x_i(t) = 0 \). Then, from the equilibrium equation of (3.7), we have that \( 0 = \beta_1 e^{\gamma t} \sum_{j=1}^n a_{ij} e^{-\gamma t} y_j(t) + \beta_2 e^{\gamma t} \sum_{j=1}^n b_{ijk} e^{-\gamma t} e^{-\gamma t} y_j(t) y_k(t) \) for any \( t \in [0, T] \), and since all terms are non-negative, it follows that \( y_j(t) = 0 \) for \( t \in [0, T] \) and all \( j \) such that \( a_{ij} > 0 \). Then, for any such \( j \), we repeat the same analysis we just did and find that \( y_k(t) = 0 \) for all \( t \in [0, T] \) and all \( k \) such that \( a_{jk} > 0 \). Then, since \( A \) is irreducible, we could continue repeating this procedure and finally obtain \( y(t) = 0_n \) for all \( t \in [0, T] \). This gives a contradiction, since we had that \( y(0) > 0_n \) because of \( x(0) > 0_n \). Then, \( y(t) \gg 0_n \) implies \( x(t) \gg 0_n \) for \( t > 0 \) and finish the proof of statement (ii).

Finally, we prove statement (iii). First, let us introduce the functions \( h_+(z) = \frac{z}{1+z} \) for any \( z \in \mathbb{R}_{\geq 0} \) and \( h_-(z) = \frac{z}{1-z} \) for \( z \in [0, 1)^n \). We also introduce \( H_+(y) = (h_+(y_1), \ldots, h_+(y_n))^\top \) for \( y \geq 0_n \), and \( H_-(y) = (h_-(y_1), \ldots, h_-(y_n))^\top \) for \( y \in [0, 1)^n \).

Now, it is immediate from equation (3.5) that \( 0_n \) is an equilibrium point, and observe that there is no equilibrium point \( x^* \) such that \( x^*_i = 1 \) for some \( i \in \{1, \ldots, n\} \), since that would imply that \( (f(x^*))_i < 0 \). Now, assume \( x^* \) is an equilibrium point such that \( x^*_i = 0 \) for some \( i \in \{1, \ldots, n\} \). Let \( B_{x^*} := (x^* \top B_1 x^*, \ldots, x^* \top B_n x^*)^\top \). First, from the
equilibrium equation of the system \([3.5]\), since \(x^* \ll 1\), we obtain

\[
0_n = -\Gamma x^* + (I_n - \text{diag}(x^*))((\beta_1 A x^* + \beta_2 B x^*)
\]

\[
\iff (I_n - \text{diag}(x^*))^{-1}x^* = \Gamma^{-1}((\beta_1 A x^* + \beta_2 B x^*)
\]

\[
\iff H_-(x^*) = \Gamma^{-1}((\beta_1 A x^* + \beta_2 B x^*)
\]

\[
\iff H_+(\Gamma^{-1}((\beta_1 A x^* + \beta_2 B x^*)) = x^*,
\]

and so \(x^*_i = h_+(\frac{\beta_1}{\gamma_i} \sum_{j=1}^n a_{ij} x^*_j + \frac{\beta_2}{\gamma_i} x^* B_i x^*)\). Then, since \(x^*_i = 0\), this implies that \(x^*_j = 0\) for all \(j\) such that \(a_{ij} > 0\). Then, since \(A\) is irreducible, we could iterate this procedure and conclude that \(x^* = 0_n\). Therefore, any equilibrium point at the boundary of \([0, 1]^n\) must be the origin. This proves statement \(\text{(iii)}\).

From an epidemiological perspective, Lemma \(3.5.1\) shows two important things for the well-posedness of the simplicial SIS model: 1) each entry of the state vector of the model can represent a proportion or probability; 2) there cannot exist another type of equilibria than disease-free or endemic ones. Now we present our main result.

**Theorem 3.5.2 (The simplicial SIS model and its different epidemiological domains)**

*Consider the simplicial SIS model with an irreducible \(A \geq 0\) and arbitrary \(B_i \geq 0\). Define \(1_B \in \{0, 1\}^n\) by \((1_B)_i = 1\) if \(B_i \neq 0_{n \times n}\) and \((1_B)_i = 0\) otherwise.*

**Disease-free domain:** If

\[
\rho(\beta_1 \Gamma^{-1} A + \beta_2 \Gamma^{-1}(1_n^T B_1, \cdots, 1_n^T B_n)\) < 1,
\]

then

\(\text{(i) } 0_n\) \text{ is the unique equilibrium point in } [0, 1]^n, \]
(ii) $0_n$ is globally exponentially stable in $[0, 1]^n$ with Lyapunov function $V(x) = \|x\|_{1, \text{diag}(v)\Gamma^{-1}} = v^\top \Gamma^{-1} x$, where $v$ is the dominant left eigenvector of $\beta_1 \Gamma^{-1} A + \beta_2 \Gamma^{-1} (1_n^\top B_1, \ldots, 1_n^\top B_n)^\top$.

**Bistable domain:** If $\beta_1 \rho(\Gamma^{-1}A) < 1$ and

$$\min_{i \text{ s.t. } B_i \neq 0_{n \times n}} \left( \frac{2\beta_1}{\gamma_i} (A1_B)_i + \frac{\beta_2}{\gamma_i} 1_B^\top B_i 1_B \right) \geq 4,$$

then

(iii) $0_n$ is a locally exponentially stable equilibrium,

(iv) there exists an equilibrium point $x^* \gg 0_n$ such that $x_i^* \geq \frac{1}{2}$ for any $i$ such that $B_i \neq 0_{n \times n}$, and

(v) any such equilibrium point $x^*$ is locally exponentially stable.

**Endemic domain:** If $\beta_1 \rho(\Gamma^{-1}A) > 1$, then

(vi) $0_n$ is an unstable equilibrium,

(vii) there exists an equilibrium point $x^* \gg 0_n$ in $[0, 1]^n$, and

(viii) if $\beta_2$ is sufficiently small, then $x^*$ is unique in $[0, 1]^n \setminus \{0_n\}$, and it is globally exponentially stable in $[0, 1]^n \setminus \{0_n\}$, with Lyapunov function $V(x) = \|x - x^*\|_{\infty, \text{diag}(x^*)^{-1}}$, $x \in X$.

Moreover, if $\beta_1 \rho(\Gamma^{-1}A) < 1$, then the system is either in the disease-free domain or in the bi-stable domain.

**Remark 3.5.3 (About Theorem 3.5.2)** (i) Pick $\beta_1$ satisfying $\beta_1 \rho(\Gamma^{-1}A) < 1$. Assume either that each $B_i$ is non-zero, or that each non-zero $B_i$ has a positive $i$th diagonal entry. Then there exists some $\hat{\beta}_2 > 0$ such that the second condition for the bistable
domain is satisfied for $\beta_2 = \hat{\beta}_2$ and the simplicial SIS model is in the bistable domain for any $\beta_2 \geq \hat{\beta}_2$.

(ii) Compared to the scalar model in Theorem 3.4.2, the sufficient conditions in Theorem 3.5.2 defining the different domains for the simplicial SIS model do not exhaust all the possible values for $(\beta_1, \beta_2)$. Despite this gap, our theorem rigorously establishes the following crucial qualitative behavior: assume there exist parameters $(\beta_1, \beta_2)$ that satisfy the sufficient condition for the bistable region in Theorem 3.5.2, then we can show the system can transition from the disease-free domain to the bistable domain (and vice versa) by modifying $\beta_2$. This transition, presented as a novelty for the scalar model, is also a novelty of the simplicial SIS model.

(iii) In the literature on the classical multi-group SIS model, where only the disease-free and endemic domains exist, the number $\beta_1 \rho(\Gamma^{-1}A)$ is known as the reproduction number and its value has been used to determine whether the system is in the endemic domain or not. This number has a similar role for the simplicial SIS model. Indeed, if all higher-order interaction matrices $B_i$ are equal to zero, then our theorem reduces to and restates some properties of the classical multi-group SIS model, e.g., see [123, Theorems 4.2 and 4.3].

(iv) In the classical SIS multi-group model, the work [64] uses the Lyapunov function $V(x) = \|x - x^*\|_{1, \text{diag}(x^*)}$ to show asymptotic convergence to the a unique endemic state $x^* \in [0, 1]^n \setminus \{0\}_n$. Note that Theorem 3.3.1 generalizes [64, Theorem 2.7].

Proof: [Proof of Theorem 3.5.2] Let us consider the functions $H_+$ and $h_+$ introduced in the proof of Lemma 3.5.1. Let $\hat{A} := \beta_1 \Gamma^{-1}A$, $\hat{B}_i := \frac{\beta_2}{\gamma_i} B_i$ for $i \in \{1, \ldots, n\}$, and let $\dot{x} := f(x)$. We introduce the following result: if $0_n \leq y \ll z$ and $C \geq 0$ an $n \times n$ irreducible matrix, then $H_+(Cy) \ll H_+(Cz)$. This follows from the fact that, since $C$ is irreducible, there exists at least one positive entry in some off-diagonal entry in any row.
of $C$, and so $C(z - y) \gg 0_n$. Then, $Cz \gg Cy$, and since $h_+$ is monotonically increasing, then $H_+(Cy) \ll H_+(Cz)$. Similarly, if $0_n \leq y \leq z$ and $C \geq 0$ an $n \times n$ matrix (not necessarily irreducible), then $H_+(Cy) \leq H_+(Cz)$. We use these results throughout the rest of this proof.

We first prove fact (1). Let $x^*$ be an equilibrium different than the origin. From the proof of Lemma 3.5.1, $x^*$ is an equilibrium point if and only if

$$H_+(\tilde{A}x^* + (x^*^\top \tilde{B}_1x^*, \cdots, x^*^\top \tilde{B}_nx^*)^\top) = x^*,$$

i.e., if and only if $x^*$ is the fixed point of the map $H(x) := H_+(\tilde{A}x + (x^\top \tilde{B}_1x, \cdots, x^\top \tilde{B}_nx)^\top)$. Now, observe that

$$H(x^*) \leq \tilde{A}x^* + (x^*^\top \tilde{B}_1x^*, \cdots, x^*^\top \tilde{B}_nx^*)^\top \leq \tilde{A}x^* + (\mathbb{1}_n \tilde{B}_1x^*, \cdots, \mathbb{1}_n \tilde{B}_nx^*)^\top$$

where the first inequality follows from $h_+(z) \leq z$ for $z \in (0,1]$ and the second one from $x^* \in [0,1]^n$. Now, observe that if $0_n \leq x \leq y$ then $0_n \leq H(x) \leq \tilde{A}x + (\mathbb{1}_n \tilde{B}_1x, \cdots, \mathbb{1}_n \tilde{B}_nx)^\top \leq \tilde{A}y + (\mathbb{1}_n \tilde{B}_1y, \cdots, \mathbb{1}_n \tilde{B}_ny)^\top$; and so, the $k$th iteration of the map $H$ satisfies: $0_n \leq H^k(x^*) \leq (\tilde{A} + (\mathbb{1}_n \tilde{B}_1, \cdots, \mathbb{1}_n \tilde{B}_n)^\top)^k x^*$. Now, assume by contradiction that $x^* \neq 0_n$. Then, from our previous calculations, $0 \leq \|H^k(x^*) - H^k(0)\| \leq \|(\tilde{A} + (\mathbb{1}_n \tilde{B}_1, \cdots, \mathbb{1}_n \tilde{B}_n)^\top)^k\| \|x^*\|$ since $H^k(0_n) = 0_n$ and where the last inequality follows from the definition of induced norms. Now, by hypothesis, we have that $\rho(\tilde{A} + (\mathbb{1}_n \tilde{B}_1, \cdots, \mathbb{1}_n \tilde{B}_n)^\top) < 1$, and so, it follows that $\lim_{k \to \infty}(\tilde{A} + (\mathbb{1}_n \tilde{B}_1, \cdots, \mathbb{1}_n \tilde{B}_n)^\top)^k = 0_{n \times n}$. Then, by the Sandwich theorem, $\lim_{k \to \infty}\|H^k(x^*) - H^k(0)\| = 0$ but recalling that $H^k(x^*) = x^*$ since $x^*$ is a fixed point of $H$, we obtain $\|x^*\| = 0_n$, which is a contradiction. Then, $0_n$ is the unique fixed point in $[0,1]^n$ for the map $H$, and thus, the unique
equilibrium point for the system.

Now we prove fact \((ii)\). Since \( \bar{A} \geq 0 \) is irreducible, let \( v \gg 0 \) be the left Perron-Frobenius eigenvector of \( \bar{A} + (1_n^T \bar{B}_1, \cdots, 1_n^T \bar{B}_n)^T \geq 0 \) \cite{82} Theorem 8.4.4.], and let \( \lambda := \rho(\bar{A} + (1_n^T \bar{B}_1, \cdots, 1_n^T \bar{B}_n)^T) \) be its eigenvalue. Set \( y = v^\top \Gamma^{-1}x \), then \( \dot{y} = v^\top (\bar{A}x + (x^\top\bar{B}_1x, \cdots, x^\top\bar{B}_n x)^\top) \)

\[
\dot{y} \leq -v^\top x + v^\top (\bar{A}x + (x^\top\bar{B}_1x, \cdots, x^\top\bar{B}_n x)^\top) \\
\leq (-1 + \lambda)v^\top x \\
= (-q + \lambda)v^\top \Gamma^{-1}x \leq (-1 + \lambda)(\min_i \gamma_i)y,
\]

where the first inequality follows from \( v^\top \Gamma^{-1}(I_n - \text{diag}(x)) \leq v^\top \Gamma^{-1} \) for any \( x \in [0, 1]^n \). Set \( q := (-1 + \lambda)(\min_i \gamma_i) < 0 \). Then, the Comparison Lemma \cite{94} implies \( y(t) \leq y(0)e^{qt} \) for \( t \geq 0 \). From this it follows that \( x_i(t) \leq \frac{v^\top x(0)}{v_i}e^{qt} \) and so \( \|x(t)\|_1 \leq C_0e^{qt} \) for some constant \( C_0 > 0 \), which finally implies that \( \bar{0}_n \) is globally exponentially stable in \( [0, 1]^n \).

Next we prove fact \((iii)\). First, observe that the Jacobian evaluated at the equilibrium point \( \bar{0}_n \) is \( \dot{x} = (-\Gamma + \beta_1 A)x \). Since \( A \) is irreducible, let \( v \gg \bar{0}_n \) be the right Perron-Frobenius eigenvector of \( \beta_1 \Gamma^{-1}A \); and let \( \rho \) denote its associated eigenvalue. Note that \( -\Gamma + \beta_1 A \) is Metzler and \( (-\Gamma + \beta_1 A)v = (-1 + \rho)\Gamma v \ll \bar{0}_n \) since \( -1 + \rho \ll 0 \) by assumption. Using \cite{33} Theorem 15.17], we conclude that the matrix \( -\Gamma + \beta_1 A \) is Hurwitz and so the origin is locally exponentially stable.

Now we prove fact \((iv)\). First, we introduce the following result: for any \( \alpha > 1 \), \( h_+ (\alpha z) \geq z \) with \( z \geq 0 \) if and only if \( z \leq 1 - \frac{1}{\alpha} \). Now, consider the vector \( 1_B \) as in the theorem statement and define \( Y = \{ y \in [0, 1]^n \mid \frac{1}{2} 1_B \leq y \leq 1_n \} \) and \( \theta := \min_{i \text{ s.t. } B_i \neq \bar{0}_n \times n} \left( \frac{2\beta_1}{\gamma_i} (A1_B)_i + \frac{\beta_2}{\gamma_i} 1_B^T B_i 1_B \right) \). Note that \( \theta \geq 4 \) by hypothesis. Let \( y \in Y \),
then
\[ H(y) = H_{+}(\tilde{A}y + (y^\top B_1 y, \cdots, y^\top B_n y)^\top) \]
\[ \geq H_{+}\left(\frac{1}{2} \tilde{A} 1_B + \frac{1}{4} (1_B^\top \tilde{B}_1, \cdots, 1_B^\top \tilde{B}_n)^\top 1_B \right), \]
(3.8)
where the monotonicity of the function \( h_{+} \) implies the inequality. Now, the \( i \)th entry of the argument of \( H_{+} \) in right-hand side of (3.8) is \( \frac{1}{4} (\frac{2 \beta_1}{\gamma_i} \sum_{j=1}^{n} a_{ij} (1_B)_j + \frac{\beta_2}{\gamma_i} 1_B^\top B_i 1_B) \).

When \( B_i \neq 0_{n \times n}, \) we can lower bound the \( i \)th entry by \( \frac{1}{4} \theta; \) and when \( B_i = 0_{n \times n}, \) by 0. Therefore, from (3.8),
\[ H(y) \geq H_{+}\left(\frac{1}{4} \theta 1_B \right) \geq \frac{1}{2} 1_B \]
where the last inequality follows from our statement at the beginning of the paragraph. Now, from the fact that \( h_{+}(z) \leq 1 \) for any \( z \geq 0, \) we have that \( H(y) = H_{+}\tilde{A}y + (y^\top B_1 y, \cdots, y^\top B_n y)^\top \leq 1_n. \) Then, we conclude that \( H : Y \to Y, \) and so \( H \) is a continuous map that maps \( Y \) into itself. The Brouwer Fixed-Point Theorem (e.g., see [155, Theorem 4.5]) implies that there exists \( y^* \in Y \) such that \( H(y^*) = y^*, \) i.e., an equilibrium point \( y^* \) for the system which belongs to \( Y. \) This equilibrium point \( y^* \) is not guaranteed to be unique. Moreover, from statement [iii] of Lemma 3.5.1 we conclude that no entry of \( y^* \) can be zero, and so \( y^* \gg 0_n. \)

Now, we prove fact \( \text{(v)} \). Let \( x^* \) be an equilibrium of the system such that \( x^* \geq \frac{1}{2} 1_B \) with \( x^* \gg 0_n. \) Evaluating the Jacobian of the system at \( x^*, \) namely \( Df(x^*), \) we obtain
\[ Df(x^*) = -\Gamma + \beta_1 (I_n - \text{diag}(x^*)) A - \beta_1 \text{diag}(Ax^*) \]
\[ + \beta_2 (I_n - \text{diag}(x^*)) O_1(x^*) - \beta_2 O_2(x^*), \]
with
\[ O_1(x^*) := (x^\top (B_1 + B_1^\top), \cdots, x^\top (B_n + B_n^\top))^\top \]

and

\[ O_2(x^*) := \text{diag}(x^\top B_1 x^*, \cdots, x^\top B_n x^*)^\top. \]

Clearly, \( Df(x^*) \) is a Metzler matrix. Now, observe that

\[
Df(x^*)x^* = -\beta_1 \text{diag}(Ax^*)x^* + \beta_2 (I_n - \text{diag}(x^*)) (x^\top B_1 x^*, \cdots, x^\top B_n x^*)^\top
- \beta_2 \text{diag}(x^\top B_1 x^*, \cdots, x^\top B_n x^*)x^*,
\]

where we simplified terms by using the equilibrium equation for the system (3.5). Let \((Df(x^*)x^*)_i\) be the \(i\)th entry of the left-hand side of equation (3.9). Then

\[
(Df(x^*)x^*)_i = -\beta_1 \left( \sum_{i=1}^n a_{ij} x_j^* \right) x_i^* + \beta_2 (1 - 2x_i^*) (x^\top B_i x^*). \quad (3.10)
\]

First, consider \(B_i \neq 0_{n \times n}\). Then, it follows that \(x_i^* \geq \frac{1}{2}\) and that \((1 - 2x_i^*) \leq 0\). In turn we obtain, in (3.10),

\[
(Df(x^*)x^*)_i \leq -\left( \beta_1 \min_j \left( \sum_{i=1}^n a_{ij} x_j^* \right) \right) x_i^*. 
\]

On the other hand, if \(B_i = 0_{n \times n}\), then \((Df(x^*)x^*)_i = -\beta_1 \left( \sum_{i=1}^n a_{ij} x_j^* \right) x_i^*\) in (3.10).

Therefore, from these two cases, we conclude \(Df(x^*)x^* \leq -dx^*\) for some \(d > 0\) since \(A\) is irreducible. Then, since \(x^* \gg 0_n\) \[33\] Theorem 15.17 implies that \(Df(x^*)\) is Hurwitz, and so \(x^*\) is locally exponentially stable.

Now we prove fact (vi). First we prove that \(0_n\) is an unstable equilibrium. The linearization respect to the equilibrium point \(0_n\) is \(\dot{x} = (-\Gamma + \beta_1 A)x\). Let \(v \gg 0_n\) be the right Perron-Frobenius vector of the matrix \(\beta_1 \Gamma^{-1} A\), and let \(\rho\) be its associated eigenvalue. Now, since \(-\Gamma + \beta_1 A\) is Metzler, \(\rho > 1\), and \(A\) is irreducible; we invoke \[33\].
to conclude that the leading eigenvalue of $-\Gamma + \beta_1 A$ is strictly positive.

Next we prove fact (vii). Define $Y = \{y \in [0, 1]^n \mid c \leq y \leq 1\}$ for a fixed $c = \alpha v$ and $0 < \alpha < 1$ small enough so that $c \leq \left(1 - \frac{1}{\rho}\right) \mathbb{1}_n$, which is well-posed since $\rho > 1$ by assumption. Let $y \in Y$, then

$$H(y) = H_+ (\bar{A} y + (y^\top \bar{B}_1 y, \ldots, y^\top \bar{B}_n y)^\top) \geq H_+ (\bar{A} y) \geq H_+ (\alpha \rho v) = H_+ (\rho c) \geq c$$

where the inequalities are similar to the ones used in the the proof of fact (iv). Since we know also that $H(y) \leq \mathbb{1}_n$, the Brouwer Fixed-Point Theorem implies that there exists some $y^* \in Y$ such that $H(y^*) = y^*$, i.e., there exists an equilibrium point $y^* \in Y$ for the system and, by construction, $y^* \gg 0$.

Now, we prove fact (viii). First, we prove that $Y$ can be made a forward-invariant set for the system (3.5). If $x \in Y$, then $x_i \in [c_i, 1]$. Then, we can use Nagumo’s theorem [26, Theorem 4.7] and analyze the vector field at the boundary of $Y$, which is an $n$-dimensional rectangle. As in the proof for statement (i) of Lemma 3.5.1 we have that $f_i(x) < 0$ for all $x \in Y$ such that $x_i = 1$ for some $i \in \{1, \ldots, n\}$. Then, we need to analyze only the case where $x \in Y$ with $x_i = c_i = \alpha v_i$ for some $i \in \{1, \ldots, n\}$. Consider such $x$. Then,

$$f_i(x) = -\gamma_i c_i + \beta_1 (1 - c_i) \sum_{j=1}^n a_{ij} x_j + \beta (1 - c_i)x^\top B_1 x$$

$$\geq -\gamma_i c_i + \beta_1 (1 - c_i) \sum_{j=1}^n a_{ij} c_j$$

$$= -\alpha \gamma_i v_i + \alpha \gamma_i (1 - \alpha v_i) \frac{\beta_1}{\gamma_i} \sum_{j=1}^n a_{ij} v_j$$

$$= \alpha \gamma_i (-1 + (1 - \alpha v_i) \rho(\bar{A})) v_i,$$

and so $f_i(x) \geq 0$ if $\rho(\bar{A}) \geq \frac{1}{1 - \alpha v_i}$. Then, if $\rho(\bar{A}) \geq \frac{1}{1 - \alpha \max_i v_i}$, we conclude that $Y$
is forward invariant. Now, by construction of $Y$, we can make the parameter $\alpha > 0$ arbitrarily small, and since $\rho(\bar{A}) > 1$ by assumption, then we conclude that $Y$ is forward invariant. Indeed, since $c \to 0_n$ as $\alpha \to 0$, we can define the positively invariant set $Y$ to include any initial condition in $(0, 1]^n$. Moreover, from statement \textbf{(ii)} of Lemma 3.5.1 we conclude that any trajectory starting in $[0, 1]^n \setminus \{0_n\}$ eventually enters the positive invariant set $Y$.

Now, let $x^*$ be an equilibrium point of the system belonging to $Y$, so that $x^* \gg 0_n$ and let us consider the system (3.5) starting in the set $Y$. By subtracting the right-hand side of the equilibrium equation $0_n = f(x^*)$, we can express the same equation (3.5) as

$$\dot{x} = \Lambda(x, x^*)(x - x^*) + \beta_2 \Omega(x, x^*)$$

with

$$\Lambda(x, x^*) := -\Gamma + \beta_1 (I_n - \text{diag}(x^*))A - \beta_1 \text{diag}(Ax)$$

and

$$\Omega(x, x^*) := (I_n - \text{diag}(x))(x^\top B_1 x, \cdots, x^\top B_n x)^\top$$

$$- (I_n - \text{diag}(x^*))(x^*\top B_1 x^*, \cdots, x^*\top B_n x^*)^\top,$$

and after some calculations,

$$\Omega(x, x^*) = \left((I_n - \text{diag}(x^*)) \begin{bmatrix} x^\top B_1^\top + x^*\top B_1 \\ \vdots \\ x^\top B_n^\top + x^*\top B_n \end{bmatrix} - \text{diag}(x^\top B_1 x, \cdots, x^\top B_n x) \right) (x - x^*).$$
Then, we can have the alternative expression for (3.5) as

\[ \dot{x} = D(x, x^*)(x - x^*) \]

with \( D(x, x^*) := (D_1(x, x^*) + D_2(x, x^*)) \) and

\[
D_1(x, x^*) := -\Gamma + \beta_1(I_n - \text{diag}(x^*))A + \beta_2(I_n - \text{diag}(x^*)) (x^\top B_1, \ldots, x^\top B_n)^\top, \\
D_2(x, x^*) := -\beta_1 \text{diag}(Ax) + \beta_2(I_n - \text{diag}(x^*)) (x^\top B_1^\top, \ldots, x^\top B_n^\top)^\top \\
- \beta_2 \text{diag}(x^\top B_1 x, \cdots, x^\top B_n x).
\]

Now, from the equilibrium equation \( 0_n = f(x^*) \), we notice that \( D_1(x, x^*)x^* = 0_n \). Since \( x \in Y \), notice that \( -\text{diag}(Ax)x^* \leq -\text{diag}(Ac)x^* \) and \( -\text{diag}(x^\top B_1 x, \cdots, x^\top B_n x)x^* \leq -\text{diag}(c^\top B_1 c, \cdots, c^\top B_n c)x^* \leq 0_n \). Using these results, we obtain

\[
D_2(x, x^*)x^* \leq -\beta_1 \text{diag}(Ac)x^* \\
+ \beta_2(I - \text{diag}(x^*)) (x^\top B_1^\top x^*, \cdots, x^\top B_n^\top x^*)^\top \\
\leq (-\beta_1 \text{diag}(Ac)) \\
+ \beta_2(I - \text{diag}(x^*)) (1_n^\top B_1^\top, \cdots, 1_n^\top B_n^\top)^\top x^*.
\]

Now, since \( A \) is irreducible and \( c \gg 0_n \), for a fixed value of \( \beta_1 > 0 \), there exists \( \beta_2 > 0 \) sufficiently small so that \( D_2(x, x^*)x^* \leq -dx^* \) for some constant \( d > 0 \). Therefore, we have shown that \( D(x, x^*)x^* \leq -dx^* \) for any \( x \in Y \). Since \( D(x, x^*) \) is Metzler (because both \( D_1(x, x^*) \) and \( D_2(x, x^*) \) are Metzler) and \( Y \) is a convex compact forward-invariant set, we can use expression (3.2) along with Theorem 3.3.1. Then, we conclude that \( x^* \) is the unique globally exponentially stable equilibrium point in \( Y \), and, as a consequence of statement (iii) from Lemma 3.5.1 it has the same property over the set \([0, 1]^n \setminus \{0_n\}\).
This finishes the proof of fact (viii).

The last claim of the theorem follows from the proof of fact (ii) which states that 
\[ \beta_1 \rho (\Gamma^{-1} A) < 1 \] implies \( 0_n \) is locally exponentially stable, and thus we are in either the disease-free or bistable domain.

\[ \square \]

**Theorem 3.5.4 (Algorithm for computing an endemic equilibrium)** Consider the simplicial SIS model and assume that the system parameters satisfy the sufficient conditions in Theorem 3.5.2 for the system to be in either the bistable or endemic domain. Define the map \( H_+ : \mathbb{R}_{\geq 0}^n \to \mathbb{R}_{\geq 0}^n \) by 
\[ H_+(z) = \left( \frac{z_1}{1+z_1}, \ldots, \frac{z_n}{1+z_n} \right)^\top \] and \( y_0 \in (0,1)^n \) by
\[
 y_0 = \begin{cases} 
 \frac{1}{2} 1_B, & \text{for the bistable domain,} \\
 (1 - \frac{1}{\rho}) u, & \text{for the endemic domain,}
\end{cases}
\] with \((\rho, u)\) being the dominant right eigenpair of \( \beta_1 \Gamma^{-1} A \) and \( ||u||_\infty = 1 \). Then the sequence \((y_k)_{k \in \mathbb{N}} \subset (0,1)^n\) defined by
\[ y_{k+1} = H_+(\beta_1 \Gamma^{-1} A y_k + \beta_2 \Gamma^{-1} (y_k^\top B_1 y_k, \ldots, y_k^\top B_n y_k)^\top) \] is monotonic nondecreasing and \( \lim_{k \to \infty} y_k = x^* \) is an endemic equilibrium (satisfying \( y_0 \ll x^* \ll 1_n \)).

**Proof:** Let \( f(x) := \beta_1 \Gamma^{-1} A x + \beta_2 \Gamma^{-1} (x^\top B_1 x, \ldots, x^\top B_n x)^\top \) for \( x \in [0,1]^n \). From the proof of Theorem 3.5.2, there exists an endemic state \( x^* \) which satisfies \( H_+(f(x^*)) = x^* \). Now, we also know that \( H_+(f(y_0)) \geq y_0 \), and so \( y_1 \geq y_0 \). Similarly, we note that \( y_2 = H_+(f(y_1)) \geq H_+(f(y_0)) = y_1 \), which follows from the entry-wise monotonicity of \( H_+ \) and \( y_1 \geq y_0 \). Then, by induction, we obtain that \( y_{k+1} = H_+(f(y_k)) \geq y_k \) for \( k \geq 0 \). Now, notice that \( y_k \leq 1_n \) for \( k \geq 0 \), which let us conclude that \((y_k)_{k}\) is a monotonically
non-decreasing bounded sequence with upper bound 1. Then, \( \lim_{k \to \infty} y_k = x^* \), with \( x^* \) an equilibrium point of the system in \( Y \) and away from \( 1_n \) due to Lemma 3.5.1.

### 3.6 Analysis of higher-order models

We extend the simplicial SIS model to the setting of multiple arbitrary high-order interactions.

**Definition 3.6.1 (The general higher-order SIS model)** Assume \( x \in [0, 1]^n \), and let \( \beta_1, \cdots, \beta_{n-1} > 0 \) and \( \gamma_i > 0 \), \( i \in \{1, \ldots, n\} \). Then, the general higher-order SIS model is, for any \( i \in \{1, \ldots, n\} \),

\[
\dot{x}_i = -\gamma_i x_i + \beta_1 (1 - x_i) \sum_{j=1}^n a_{ij} x_j + (1 - x_i) \sum_{k=2}^{n-1} \beta_k \sum_{i_1, \ldots, i_k=1}^n b_{i_1 \cdots i_k} x_{i_1} \cdots x_{i_k},
\]

where \( b_{i_1 \cdots i_k} \geq 0 \) for any \( i \in \{1, \ldots, n\} \) and \( k \in \{2, \ldots, n-1\} \), and \( A = (a_{ij}) \) is a nonnegative matrix.

We believe it is straightforward to extend the analysis of the simplicial SIS model in Lemma 3.5.1 to the general higher-order SIS model in this definition. The reason is that the Lemma 3.5.1’s proof essentially depends on matrix \( A \) and so is independent of any higher-order interaction; therefore, we omit it here in the interest of brevity. Similarly, under appropriate changes on the sufficient conditions that define each behavioral domain, parallel results to Theorem 3.5.2 can be obtained. In the interest of brevity, we only focus on establishing that a bistable domain also exists for arbitrary higher-order interactions. For convenience, define the shorthand:

\[
b_i^* := \sum_{k=2}^{n-1} \beta_k \left( \sum_{i_1, \ldots, i_k=1}^n b_{i_1 \cdots i_k} \right).
\]
Proposition 3.6.1 (Bistable domain in higher-order interactions) Consider the general higher-order SIS model with an irreducible $A \geq 0$ and arbitrary $b_{i_1 \cdots i_k} \geq 0$ for any $i \in \{1, \ldots, n\}$ and $k \in \{2 \cdots, n-1\}$. Define $1_{b^*} \in \{0, 1\}^n$ by $(1_{b^*})_i = 1$ if $b^*_i > 0$ and $(1_{b^*})_i = 0$ otherwise. If $\beta_1 \rho(\Gamma^{-1} A) < 1$ and

$$\min_{i \text{ s.t. } b^*_i \neq 0} \left( \frac{\beta_1}{\gamma_i} (A 1_{b^*})_i + \sum_{k=2}^{n-1} \frac{\beta_k}{\gamma_i} \left( \frac{n-2}{n-1} \right)^{k-1} \sum_{i_1, \ldots, i_k = 1}^{n} b_{i_1 \cdots i_k} \prod_{\ell=1}^{k} (1_{b^*})_{i_\ell} \right) \geq n - 1,$$

then

(i) $0_n$ is a locally exponentially stable equilibrium,

(ii) there exists an equilibrium point $x^* \gg 0_n$ such that $x^*_i \geq \frac{n^2}{n-1}$ for any $i$ such that $b^*_i \neq 0$, and

(iii) any such equilibrium point $x^*$ is locally exponentially stable.

Proof: Consider the functions $H_+$ and $h_+$ introduced in the proof of Lemma 3.5.1. Let $\bar{A} := \beta_1 \Gamma^{-1} A$. The proof for fact (i) is the same as in Theorem 3.5.2. Now, we prove fact (ii). Define $Y = \{y \in [0, 1]^n \mid \frac{n^2}{n-1} 1_{b^*} \leq y \leq 1_n\}$. Rewrite the second inequality assumption in the proposition statement as $\theta \geq n - 1$, where $\theta$ is a shorthand for the minimum term. For a point $y \in Y$, we compute

$$(H_+(y))_i = h_+ \left( (\bar{A} 1_{B})_i + \sum_{k=2}^{n-1} \frac{\beta_k}{\gamma_i} \sum_{i_1, \ldots, i_k = 1}^{n} b_{i_1 \cdots i_k} \prod_{\ell=1}^{k} y_{i_\ell} \right)$$

$$\geq h_+ \left( \frac{n-2}{n-1} ((\bar{A} 1_{B})_i + \sum_{k=2}^{n-1} \frac{\beta_k}{\gamma_i} \left( \frac{n-2}{n-1} \right)^{k-1} \times \sum_{i_1, \ldots, i_k = 1}^{n} b_{i_1 \cdots i_k} \prod_{\ell=1}^{k} (1_{b^*})_{i_\ell} \right),$$

where the inequality follows from the monotonicity of the function $h_+$. Whenever $b^*_i \neq 0$, we can lower bound the expression in (??) by $h_+ (\frac{n^2}{n-1} \theta)$; and whenever $b^*_i = 0$, we can
lower bound it by $h_+(0) = 0$. Therefore, as in the proof of Theorem 3.5.2 we obtain

$$H(y) \geq H_+\left(\frac{n-2}{n-1} \theta 1_b\right) \geq \frac{n-2}{n-1} 1_b.$$  

Then, following the proof for the bistable domain of Theorem 3.5.2, we obtain that there exists an equilibrium point $y^* \in Y$ such that $y^* \gg 0$.

Now we prove fact (iii). Let $x^* \gg 0$ be an equilibrium satisfying $x^* \geq \frac{n-2}{n-1} 1_b$. Evaluating the Jacobian of the system at $x^*$, namely $Df(x^*)$, and after some algebraic work (similar to the one done in the proof of Theorem 3.5.2), we observe that $Df(x^*)$ is a Metzler matrix and, moreover, that

$$(Df(x^*)x^*)_i = -\beta_1 (Ax^*)_i x^*_i + \sum_{k=2}^{n-1} ((k-1) - k x^*_i) \beta_k \left( \sum_{i_1, \ldots, i_k = 1}^n b_{i_1 \cdots i_k} \prod_{\ell=1}^k x^*_{i_\ell} \right).$$

First, if $b^*_i \neq 0$, then $x^*_i \geq \frac{n-2}{n-1}$ and $(k-1 - k x^*_i) \leq 0$, since $\frac{k-1}{k} \leq \frac{n-2}{n-1} \leq x^*$ for $k \in \{2, \ldots, n-1\}$. In turn,

$$(Df(x^*)x^*)_i \leq -\left( \beta_1 \min_j \left( \sum_{i=1}^n a_{ij} x^*_j \right) \right) x^*_i.$$  

On the other hand, if $b^*_i = 0$, then $(Df(x^*)x^*)_i = -\beta_1 \left( \sum_{i=1}^n a_{ij} x^*_j \right) x^*_i$. Therefore, from these two cases and recalling that $A$ is irreducible, we have $Df(x^*)x^* \geq -dx^*$ for some $d > 0$. Finally, since $x^* \gg 0$, [33, Theorem 15.17] implies that $Df(x^*)$ is Hurwitz and, therefore, $x^*$ is locally exponentially stable.

### 3.7 Numerical example

In Figure 3.4 we present two numerical examples of the behavior of the simplicial SIS model. First, we verify the existence of a parameter region under which the sufficient
conditions of Theorem 3.5.2 cannot be applied. We can readily observe the transition from the disease-free domain to the bistable domain as we increase $\beta_2$ for a fixed $\beta_1$, as mentioned in Remark 3.5.3. Also, notice that the sufficient condition for determining the endemic domain in Theorem 3.5.2 is tight. We also remark that the sufficient condition for determining the bistable region captures most of the true parameter region in these simulations.

From our numerical simulations we propose the following conjectures, which are consistent with the behavior observed in the scalar model.

**Conjectures 3.7.1 (Behaviors in the bistable and endemic domains)**  For the simplicial SIS model,

(i) in the bistable domain, at fixed $\beta_2$, the domain of attraction of the disease-free equilibrium $x^* = 0_n$ decreases as $\beta_1$ increases. Once $\beta_1 = \frac{1}{\rho(\Gamma - 1)}$, a bifurcation occurs and the origin becomes an unstable equilibrium point in the endemic domain;

(ii) in the endemic domain, the endemic equilibrium is unique and globally stable for any value of $\beta_2$.

### 3.8 Conclusion

In this paper, we formally analyze the simplicial SIS model and establish its different behavioral domains. As seen in a previous scalar model, we show the existence of the bistable domain and its possible transition from the disease-free domain by changing the model parameters. This feature makes our model qualitatively different from the classical multi-group SIS model. We also show that the bistable domain exists for any multi-group SIS model with higher-order interactions.
As future work, we plan to study control strategies for the mitigation of the epidemic in the simplicial SIS model; e.g., how to drive the system to the origin whenever it is in the bistable domain. More generally, we also plan to study the aggregation of higher order interaction terms in other epidemiological models, where we believe our approach based on Coppel’s inequalities can also be useful. Finally, it is relevant to provide a more comprehensive characterization of the model parameters $\beta_1$ and $\beta_2$, and thus prove the tight transition between the disease-free and the bistable domains illustrated by our simulations.
Figure 3.4: Consider the simplicial SIS model with its parameters (Definition 3.4.1). For the upper figure, we randomly generated and fixed six irreducible matrices $A \in \{0, 1\}^{5 \times 5}$ and $B_i \in \{0, 1\}^{5 \times 5}$, $B_i \neq 0_n$, $i \in \{1, \ldots, 5\}$; and fixed $\Gamma = 2I_5$. The light-gray/gray/black region corresponds to the disease-free/bistable/endemic domain from the simulation. Regarding the sufficient conditions established by Theorem 3.5.2, all the region to the right of the green line correspond to the endemic domain, all the region above the blue line and left to the green line to the bistable domain, and all the region below the red curve to the disease-free domain. For the lower figure, we considered the same settings as in the upper figure, but with the difference that this time we set $B_i = 0_{n \times n}$ for $i \in \{2, \cdots, 5\}$.
Chapter 4

Distributed Wasserstein Barycenters via Displacement Interpolation

4.1 Introduction

Problem statement and motivation

There has been strong interest in the theoretical study and practical application of Wasserstein barycenters over the last decade. In this paper, we characterize the evolution of a distributed system where all the computing units or agents hold a probability measure, interact through pairwise communication, and perform displacement interpolations in the Wasserstein space. These pairwise interactions are asynchronous and stochastic.\footnote{A distributed system is \textit{synchronous} when all computing units perform their computations altogether in every time step (assuming the system computes in a discrete sequence of time steps); otherwise, it is \textit{asynchronous}.} We study the conditions under which the agents’ measures will asymptotically achieve consensus and, additionally, consensus on a Wasserstein barycenter of the agents’ initial measures. Moreover, we are interested in computing both the standard Wasserstein
barycenter and randomized weighted versions of it – as a result of the stochastic interactions. Finally, we consider both undirected and directed communication graphs. To the best of our knowledge, these problems have not been studied in the literature on the distributed computation of Wasserstein barycenters.

Asynchronous pairwise algorithms are inherently robust to communication failures and do not require synchronization of the whole multi-agent system. Pairwise interactions are also important because they have the potential of reducing the computation complexity of each agent, which otherwise may need to perform more complex local computations. Indeed, displacement interpolations have the practical advantage that they may have a closed form expression, e.g., in the Gaussian case.

**Literature review**

**Wasserstein barycenters and their applications** The Wasserstein barycenter of a set of measures can be interpreted as an interpolation or weighted Fréchet mean of multiple measures in the Wasserstein space; it is intimately related to the theory of optimal transport \[169, 137\]. In this interpolation, each measure has an associated positive weight that indicates its importance in the computation of the barycenter, the collection of all weights form convex coefficients. When all weights are equal, we obtain the standard Wasserstein barycenter; otherwise, we obtain a weighted one.

There has been a strong interest in the theoretical study of Wasserstein barycenters over the last decade; e.g., uniqueness results and the connection to multi-marginal optimal transport problems in \[8\]; the study of interpolated discrete measures with finite support and its relationship with linear programming in \[37, 13\]; the characterization of the barycenter as a fixed point of an operator and the proposal of iterative computation procedures in \[8\]; the study of consistency and other statistical properties in \[101\]. For
further information, we refer to the recent introductory book [137].

Along with the theoretical progress, many applications of Wasserstein barycenters have emerged, as well as computational or numerical approaches for computing them. For example, Wasserstein barycenters have found applications in economics [36], image processing [146, 127], computer graphics [29], physics [34], statistics [159, 154], machine learning [50, 153], signal processing [24, 20], and biology [72]. On the other hand, examples of computational approaches include: exact algorithms [37, 45], algorithms that use entropic regularization [51, 52], and algorithms based on approximations of Wasserstein distances [30]. Finally, the particular case of interpolating two measures, i.e., the displacement interpolation (which defines the pairwise interactions in our distributed algorithm), is interesting in its own right because of its applications in partial differential equations and geometry [170, 151], and fluid mechanics [21].

Moreover, the Wasserstein barycenter has been interpreted as a denoised version of an original signal whose sensor measurements are each of the noisy probability distributions that are being interpolated; thus, the barycenter has found multiple applications as an information fusion algorithm [72, 24, 29, 45]. In a related setting, randomized barycenters could also be of practical interest. For example, consider we want to estimate the interpolation resulting from the measurements of various sensors of unknown accuracy or noise level. Then, a randomized barycenter will randomly weight each sensor and may provide different estimates of the true measurement.

Finally, we mention that the problem studied in this paper contributes to the fields of randomized consensus algorithms (e.g., [33, Chapter 13]) and of consensus in spaces other than the classic Euclidean space. Moreover, our study of stochastic asynchronous pairwise interactions also contributes to the field of opinion dynamics, since this type of interactions is also used in classic opinion models, e.g., see [56, 5]. Indeed, in our paper, we argue that the displacement interpolation is a more suitable modeling approach for
the non-Bayesian updating for the beliefs of individuals in a social network, compared to the classic averaging approaches in the literature.

**Distributed algorithms for Wasserstein barycenters** To the best of our knowledge, there is only a recent and growing literature on distributed algorithms for Wasserstein barycenters. The idea of computing Wasserstein barycenters in a distributed way was first studied by Bishop and Doucet [25]. Their work formally shows consensus towards the Wasserstein barycenter of the agents’ initial measures. However, in order to compute such consensus, each agent needs to fully compute the Wasserstein barycenter resulting from its own measure and the measures from all its neighbors at each iteration. The work [25] formally studies the case of probability measures on the real line. Finally, the results in [25] assume that the communication between agents is deterministic, but flexible enough to consider both synchronous and asynchronous deterministic updating. The work assumes agents are connected by an undirected graph.

The recent work [166] focuses on the design and distributed implementation of a numerical solver that approximates the standard Wasserstein barycenter when all the measures are discrete, through the use of entropic regularization. Moreover, the recent work [61] from the same authors proposes another distributed solver for an approximate Wasserstein barycenter with the difference that the agents’ measures may correspond to continuous distributions. Indeed, its framework is *semi-discrete*, in that the measures to be interpolated can be continuous, but the sought measure that serves as a proxy for the barycenter, is restricted to be a discrete measure with finite support. Therefore, we observe that the distributed algorithms from both works [166, 61] compute an approximate or a proxy of the true barycenter. Remarkably, both works exploit the dual formulation of the Wasserstein barycenter optimization problem to propose their numerical algorithms. Finally, both works require synchronous updating, i.e., all the agents
need to communicate at the same time with all their neighbors at every time step, and all the computations are performed over an undirected graph.

Our paper is more in line with the spirit of [25], in the sense that we propose a theoretical formulation and analysis that prove how to generate Wasserstein barycenters from distributed computations. We do not propose specific designs of numerical solvers for the local computations of the agents, as it is instead performed in [166, 61]. Indeed, since the local computations in our algorithm are displacement interpolations at every time step, any numerical method that can solve optimal transport problems can be used, including for example any of the numerical algorithms mentioned above.

Contributions

In this paper we propose the algorithm PaWBar (Pairwise distributed algorithm for Wasserstein Barycenters), where the agents update their measures via pairwise stochastic and asynchronous interactions implementing displacement interpolations (in contrast to the deterministic communication requirements in [25]). The algorithm has two versions: a directed and a symmetric version. As main contribution of this paper, we establish conditions under which both algorithms compute randomized and standard Wasserstein barycenters respectively. In the directed case, we prove that every time the algorithm is run, a barycenter with random convex weights is asymptotically generated as a result of the stochastic selection of the pairwise interactions. It is easy to characterize the first two moments of these random weights. During any pairwise directed interaction, only one agent updates its probability measure. On the other hand, in the symmetric case, both agents update their measures to equal a consensus value during their pairwise interaction. Although the interactions are stochastic, we prove that the asymptotically computed Wasserstein barycenter is the standard one (with probability
one). In contrast to the works [166, 61], our algorithm does not require all the agents to synchronously update their measures at every time step. Also in contrast to [166, 61], our framework provides convergence guarantees towards the computation of the barycenter independently from the numerical implementation of the local computations. We also remark that work [25] is different from ours because it dictates that each agent at every time step must locally compute the full Wasserstein barycenter of its neighboring agents’ measures, which could be as complex as the centralized or direct computation of the barycenter of all the agents’ measures.

We now elaborate on the convergence results. We first prove convergence to a randomized or standard Wasserstein barycenter for a class of discrete measures on $\mathbb{R}^d$, $d \geq 1$. In particular, we show that the obtained barycenter interpolates the agents’ measures attained at some random finite time. However, if the initial measures are sufficiently close in the Wasserstein space, then such time is zero with probability one, i.e., there is an interpolation of the initial measures. For the particular case where these discrete measures are on $\mathbb{R}$, the interpolation of the initial measures occurs with probability one no matter how arbitrarily distant these measures are from each other.

We then prove convergence to a randomized or standard Wasserstein barycenter for a class of measures that are absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^d$. As corollaries, we prove convergence of continuous probability distributions on the real line, and of a class of multivariate Gaussian distributions. In the case of these Gaussian distributions, we also provide simpler closed form expressions for the computations of the PaWBar algorithm, and a simplified expression of the converged barycenter. We also conjecture that the convergence to Wasserstein barycenters holds for general absolutely continuous measures, and we present supporting numerical evidence for the general multivariate Gaussian case.

Moreover, in all the cases mentioned above, the convergence results are proved with
the following underlying communication graphs: a strongly connected digraph for the
directed PaWBar algorithm and a connected undirected graph for the symmetric case.
For randomized barycenters, we characterize their random convex coefficients by the limit
product of random stochastic matrices.

Finally, we prove a general consensus result for the case where the initial measures
on $\mathbb{R}^d$ are of arbitrary nature; and our proofs make strong use of metric and geodesic
properties of the Wasserstein space. The results are proved over a cycle graph for the
directed PaWBar algorithm and over a line graph for the symmetric case. We also
prove the consensus measure satisfies a known necessary condition for certain Wasserstein
barycenters.

Paper organization

Section 6.2 has notation and preliminary concepts. Section 4.3 has the proposed PaW-
Bar algorithm and its theoretical analysis. Section 4.4 presents the proofs for Section 4.3.
Section 4.5 presents the connection between our algorithm and opinion dynamics. Section
6.7 is the conclusion.

4.2 Notation and preliminary concepts

Let $z = (z_1, \ldots, z_n)^\top$ denote a vector $z \in \mathbb{R}^n$ with $i$th entry $z_i$, $i \in \{1, \ldots, n\}$. Let $\|\cdot\|_2$
denote the Euclidean distance. The vector $e_i \in \mathbb{R}^n$ has all of its entries zero but the $i$th
entry is one. Let $1_n, 0_n \in \mathbb{R}^n$ be the all-ones and all-zeros vectors respectively, and $I_n$
be the $n \times n$ identity matrix. A nonnegative matrix $A \in \mathbb{R}^{n \times n}$ is row-stochastic if $A1_n = 1_n,$
and doubly-stochastic if additionally $A^\top 1_n = 1_n$. The operator $\circ$ the composition of
functions, and $\otimes$ the Kronecker product.

The numbers $\lambda_1, \ldots, \lambda_n$ are called convex coefficients if $\lambda_i \geq 0$, $i \in \{1, \ldots, n\}$, and
\[ \sum_{i=1}^{n} \lambda_i = 1. \] The vector \( \lambda := (\lambda_1, \ldots, \lambda_n)^\top \) is called a convex vector.

Let \( V = \{1, \ldots, n\}, \ n \geq 2, \) be the finite set of agents. We assume the agents are connected according to the graph \( G = (V, E) \), so that \( V \) becomes the set of nodes and \( E \) the set of edges. When the elements of \( E \) are ordered pairs, i.e., \((i,j) \in E\) for some \( i,j \in V \), \( G \) is a directed graph or digraph. In particular, \((i,j) \in E\) means that \( i \) and \( j \) are connected with a directed edge starting from \( i \) and pointing to \( j \). When the elements of \( E \) are unordered pairs, i.e., \( \{i,j\} \in E \) for some \( i,j \in V \), \( G \) is said to be an undirected graph. The edges of an undirected graph have no sense of direction. When a scalar value is assigned to every edge of \( G \), then \( G \) is weighted.

An undirected graph \( G \) is a line graph whenever, after an appropriate labeling of the nodes, \( E = \\{\{1,2\}, \{2,3\}, \ldots, \{n-1,n\}\} \). A digraph \( G \) is a cycle whenever, after an appropriate labeling of the nodes, \( E = \{(1,2), (2,3), \ldots, (n-1,n), (n,1)\} \). A digraph is strongly connected when, for any \( i,j \in V \), it is possible to go from \( i \) to \( j \) by traversing the edges according to their direction; e.g., a cycle graph is strongly connected. An undirected graph is connected whenever it is possible to go from one node to another by traversing the edges in any direction; e.g., a line graph is connected.

We denote the set of all probability measures on \( \Omega \subseteq \mathbb{R}^d \) by \( \mathcal{P}(\Omega) \), and we define the subset of measures \( \mathcal{P}^2(\Omega) = \{ \mu \in \mathcal{P}(\Omega) \mid \int_{\Omega} \|x\|^2 d\mu(x) < \infty \} \). Consider \( \mu \in \mathcal{P}(\mathbb{R}) \). For \( \Omega = \mathbb{R} \), we denote by \( F_\mu \) the cumulative distribution function, i.e., \( F_\mu(x) = \mu((-\infty, x]) \).

We denote by \( \# \) the push-forward operator, which, for any Borel measurable map \( M : \Omega \rightarrow \Omega \), defines the linear operator \( M_\# : \mathcal{P}(\Omega) \rightarrow \mathcal{P}(\Omega) \) characterized by \( (M_\# \mu)(B) = \mu(M^{-1}(B)) \) for any Borel set \( B \subseteq \Omega \). We denote the support of \( \mu \) by \( \text{supp}(\mu) \).

We briefly review relevant concepts on optimal transport and Wasserstein barycenters.
Given $\mu, \nu \in \mathcal{P}^2(\Omega)$, the 2-Wasserstein distance between $\mu$ and $\nu$ is
\[ W_2(\mu, \nu) = \left( \inf_{\gamma \in \Pi(\mu, \nu)} \int_{\Omega \times \Omega} \|x - y\|_2^2 d\gamma(x, y) \right)^{1/2} \tag{4.1} \]
where $\Pi(\mu, \nu)$ is the set of probability measures on $\Omega \times \Omega$ with marginals $\mu$ and $\nu$, i.e., if $\gamma \in \Pi(\mu, \nu)$, then $(\pi_1)_#\gamma = \mu$ and $(\pi_2)_#\gamma = \nu$ with $\pi_1(x, y) = x$ and $\pi_2(x, y) = y$.

The optimization problem that defines the Wasserstein distance (i.e., the right-hand side of (4.1)) is an (Monge-Kantorovich) optimal transport problem. Any solution to an optimal transport problem is an optimal transport plan, and we let $\gamma^{\text{opt}}(\mu, \nu)$ denote an optimal transport plan between measures $\mu$ and $\nu$. Given $\gamma^{\text{opt}}(\mu, \nu)$ such that $\nu = T_{\#}\mu$, we say that $\gamma^{\text{opt}}$ solves the Monge optimal transport problem and the map $T$ is called the optimal transport map from $\mu$ to $\nu$. The Wasserstein space of order 2 is the space $\mathcal{P}^2(\Omega)$ endowed with the distance $W_2$. In this paper, we will consider $\Omega = \mathbb{R}^d$, $d \geq 1$.

Given convex coefficients $\lambda_1, \ldots, \lambda_n$ and probability measures $\mu_1, \ldots, \mu_n \in \mathcal{P}^2(\Omega)$, $\Omega$ convex, $n \geq 2$, the Wasserstein barycenter problem is defined by the following convex problem
\[ \min_{\nu \in \mathcal{P}^2(\Omega)} \sum_{i=1}^n \lambda_i W_2^2(\nu, \mu_i). \tag{4.2} \]
A Wasserstein barycenter of the measures $\{\mu_i\}_{i=1}^n$ with weights $\{\lambda_i\}_{i=1}^n$ is any measure that solves equation (4.2), i.e., a minimizer of (4.2).

The displacement interpolation between the measures $\mu, \nu \in \mathcal{P}^2(\Omega)$ is the curve $\mu_\lambda = (\pi_\lambda)_#\gamma^{\text{opt}}(\mu, \nu)$, $\lambda \in [0, 1]$, where $\pi_\lambda : \Omega \times \Omega \to \Omega$ is defined by $\pi_\lambda(x, y) = (1 - \lambda)x + \lambda y$.

The curve $\pi_\lambda$ is known to be a constant-speed geodesic curve in the Wasserstein space connecting $\mu_0 = \mu$ to $\mu_1 = \nu$ \[151\]. Moreover, for a fixed $\lambda \in [0, 1]$, it is known to be the solution to the Wasserstein barycenter problem $\min_{\rho \in \mathcal{P}_2(\Omega)} ((1 - \lambda)W_2^2(\rho, \mu_1) + \lambda W_2^2(\rho, \mu_2))$.

\[^2\text{For simplicity, we refer to it as the Wasserstein distance.}\]

\[^3\text{Some works in the literature multiply the functional to be minimized in (4.2) by a factor } \frac{1}{2}, \text{ but the set of minimizers is the same in either problem.}\]
When there exists an optimal transport map $\mathcal{M}$, the displacement interpolation can be written as $(\pi_{\lambda})_{\#} \mu = ((1 - \lambda)I + \lambda \mathcal{M})_{\#} \mu$, $\lambda \in [0, 1]$, where $I$ is the identity operator.

## 4.3 Proposed algorithm and analysis

### 4.3.1 The PaWBar algorithm

Let $\mu_i(t) \in \mathcal{P}^2(\mathbb{R}^d)$, $i \in V$, represent the measure of agent $i$ at time $t \in \{0, 1, \ldots \}$. Our proposed PaWBar (Pairwise distributed algorithm for Wasserstein Barycenters) algorithm has two versions.

**Definition 4.3.1 (Directed PaWBar algorithm)** Let $G$ be a weighted directed graph with weight $a_{ij} \in (0, 1)$ for $(i, j) \in E$. Assume $\mu_i(0) := \mu_{i,0} \in \mathcal{P}^2(\mathbb{R}^d)$ for every $i \in V$. At each time $t$, execute:

(i) select a random edge $(i,j) \in E$ of $G$, independently according to some time-invariant probability distribution, with all edges having a positive selection probability;

(ii) update the measure of agent $i$ by

$$
\mu_i(t + 1) := (\pi_{a_{ij}})_{\#} \gamma^{\text{opt}}_{\phi}(\mu_i(t), \mu_j(t))
$$

where $\pi_{a_{ij}} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ is defined by $\pi_{a_{ij}}(x, y) = (1 - a_{ij})x + a_{ij}y$.

**Definition 4.3.2 (Symmetric PaWBar algorithm)** Let $G$ be an undirected graph. Assume $\mu_i(0) := \mu_{i,0} \in \mathcal{P}^2(\mathbb{R}^d)$ for every $i \in V$. At each time $t$, execute:

(i) select a random edge $\{i,j\} \in E$ of $G$, independently according to some time-invariant probability distribution, with all edges having a positive selection probability;
(ii) update the measures of agents $i$ and $j$ by

$$
\mu_i(t+1) = \mu_j(t+1) := (\pi_{1/2})^\# 2opt(\mu_i(t), \mu_j(t))
$$

where $\pi_{1/2} : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ is defined by $\pi_{1/2}(x, y) = \frac{1}{2}(x + y)$.

**Remark 4.3.1 (Well-posedness)** The PaWBar algorithm is well-posed since the displacement interpolation between any two measures in $\mathcal{P}^2(\mathbb{R}^d)$ provides measures in $\mathcal{P}^2(\mathbb{R}^d)$ [15], Theorem 5.27].

**Remark 4.3.2 (Symmetry in the interpolated measure)** Since $\pi_{1/2}(x, y) = \pi_{1/2}(y, x)$ for any $x, y \in \mathbb{R}^d$, the update rule (4.4) of the symmetric PaWBar algorithm is equivalent to $\mu_i(t+1) := (\pi_{1/2})^\# 2opt(\mu_i(t), \mu_j(t))$ and $\mu_j(t+1) := (\pi_{1/2})^\# 2opt(\mu_j(t), \mu_i(t))$.

For simplicity, we call edge selection process the underlying stochastic process of edge selection by the PaWBar algorithm, whose realizations are the infinite sequence of selected edges chosen every time the PaWBar algorithm is run. When a result is stated with probability one, it is to be understood with respect to the induced measure by the edge selection process. The following concept and proposition are useful for our results.

**Definition 4.3.3 (Evolution random matrix)** Consider the edge selection process from the PaWBar algorithm. Define the evolution random matrix $A(t)$ by:

$$
A(t) = \begin{cases}
I_n - a_{ij}e_i e_j^\top - (1 - a_{ij})e_i e_j^\top, & \text{if } (i, j) \in E \text{ is chosen}, \\
I_n - \frac{1}{2}(e_i e_i^\top + e_j e_j^\top + e_i e_j^\top + e_j e_i^\top), & \text{if } \{i, j\} \in E \text{ is chosen}.
\end{cases}
$$
Proposition 4.3.3 (Convergence of products of evolution random matrices) Consider the PaWBar algorithm. For the directed case with a strongly connected digraph:

$$\lim_{t \to \infty} \prod_{\tau=0}^{t} A(\tau) = \mathbb{1}_n \lambda^\top$$

for some random convex vector $\lambda$ with probability one. For the symmetric case with a connected undirected graph,

$$\lim_{t \to \infty} \prod_{\tau=0}^{t} A(\tau) = \frac{1}{n} \mathbb{1}_n \mathbb{1}_n^\top$$

with probability one.

Proof: We first prove the directed case. Observe that: (i) the sequence of random matrices $(A(t))_t$ is i.i.d due to the edge selection process, (ii) $A(t)$ has strictly positive diagonal entries and is row-stochastic for any time $t$ with probability one, (iii) $\mathbb{E}[A(t)]$, the expected value of the evolution random matrix, corresponds to the adjacency matrix of a strongly connected weighted digraph. Then, from these conditions (i)-(iii), we can apply [33, Theorem 13.1] and obtain the sought convergence. The proof for the symmetric case follows from applying [33, Corollary 13.2] instead. 

4.3.2 Analysis of discrete measures

Theorem 4.3.4 (Wasserstein barycenters for discrete measures) Consider initial measures $\{\mu_{i,0}\}_{i\in V}$, such that $\mu_{i,0} = \frac{1}{N} \sum_{j=1}^{N} \delta_{x_i^j}$, with $x_1^i, \ldots, x_N^i \in \mathbb{R}^d$ being distinct points; i.e., $\mu_{i,0}$ is a discrete uniform measure.

(i) Consider the directed PaWBar algorithm with an underlying strongly connected digraph $G$; then, with probability one, for any $i \in V$,

$$W_2(\mu_i(t), \mu_\infty) \to 0 \text{ as } t \to \infty,$$

(4.5)
where the discrete uniform measure $\mu_\infty$ solves the barycenter problem

$$
\mu_\infty \in \arg\min_{\nu \in \mathcal{P}^2(\mathbb{R}^d)} \sum_{i=1}^n \lambda_i W_2(\nu, \mu_i (T))^2
$$

with $\lambda = (\lambda_1, \ldots, \lambda_n)^\top$ being a random convex vector satisfying $\prod_{\tau=1}^\infty A(\tau) = \mathbb{1}_n \lambda^\top$ with probability one, and $T \geq 0$ being some finite random time. If $\max_{i,j \in V} W_2(\mu_{i,0}, \mu_{j,0})$ is sufficiently small, then $T = 0$ with probability one.

(ii) Consider the symmetric PaWBar algorithm with an underlying connected undirected graph $G$; then, with probability one, for any $i \in V$,

$$
W_2(\mu_i(t), \mu_\infty) \rightarrow 0 \text{ as } t \rightarrow \infty,
$$

where the discrete uniform measure $\mu_\infty$ solves the barycenter problem

$$
\mu_\infty \in \arg\min_{\nu \in \mathcal{P}^2(\mathbb{R}^d)} \sum_{i=1}^n W_2(\nu, \mu_i (T))^2
$$

with $T \geq 0$ being some finite random time. If $\max_{i,j \in V} W_2(\mu_{i,0}, \mu_{j,0})$ is sufficiently small, then $T = 0$ with probability one.

**Corollary 4.3.5 (Wasserstein barycenters for discrete measures on $\mathbb{R}$)** Consider initial measures $\{\mu_{i,0}\}_{i \in V}$, such that $\mu_{i,0} = \frac{1}{N} \sum_{j=1}^N \delta_{x^i_j}$, with $x^i_1, \ldots, x^i_N \in \mathbb{R}$ such that $x^i_1 < \cdots < x^i_N$. Then, the directed, respectively symmetric, PaWBar algorithm computes a randomized, respectively standard, Wasserstein barycenter of the initial measures.

**Remark 4.3.6 (Discussion of our results)** (i) The setting of Theorems 4.3.4 and Corollary 4.3.5 has found applications in computational geometry, computer graphics and digital image processing; e.g., see [146, 51, 30].
(ii) In Theorem 4.3.4, if all initial measures are sufficiently close in the Wasserstein space, then the PaWBar algorithm computes one of their Wasserstein barycenters. This sufficient condition is not a problem in practical applications where the barycenter is used as an interpolation among measures that are known to be similar (e.g., measurements of the same object under noise). Moreover, Corollary 4.3.5 tells us that the initial measures in $\mathcal{P}(\mathbb{R})$ could be arbitrarily distant from each other and still the PaWBar algorithm will compute one of their barycenters.

### 4.3.3 Analysis of absolutely continuous measures

We consider measures that are absolutely continuous with respect to the Lebesgue measure. For any such measures $\mu, \nu \in \mathcal{P}^2(\mathbb{R}^d)$, there exists a unique optimal transport map from $\mu$ to $\nu$, which we denote by $T_\mu^\nu$; and we also denote $T_\mu^\mu = \text{Id}$. It is also known that there exists a unique Wasserstein barycenter when all the interpolated measures are absolutely continuous with respect to the Lebesgue measure [6].

We focus on the class of measures that form a compatible collection. According to [137, Definition 2.3.1], a collection of absolutely continuous measures $\mathcal{C} \subset \mathcal{P}^2(\mathbb{R}^d)$ is compatible if for all $\nu, \mu, \gamma \in \mathcal{C}$, we have $(T_\gamma^\nu \circ T_\mu^\gamma)\#\nu = (T_\mu^\nu)\#\nu$.

**Theorem 4.3.7 (Wasserstein barycenters for continuous measures in $\mathcal{P}^2(\mathbb{R}^d)$)**

Consider initial measures $\{\mu_{i,0}\}_{i \in V}$ that are absolutely continuous with respect to the Lebesgue measure and that form a compatible collection. Let $\gamma \in \{\mu_{i,0}\}_{i \in V}$.

(i) Consider the directed PaWBar algorithm with an underlying strongly connected digraph $G$; then, with probability one, for any $i \in V$,

$$W_2(\mu_i(t), \mu_\infty) \to 0 \text{ as } t \to \infty,$$
where the absolutely continuous measure \( \mu_\infty = \left( \sum_{j=1}^{n} \lambda_j T^\mu_{j,0} \right) \# \gamma \) is the barycenter

\[
\mu_\infty = \arg \min_{\nu \in \mathcal{P}^2(\mathbb{R}^d)} \sum_{i=1}^{n} \lambda_i W_2(\nu, \mu_{i,0})^2
\]  \hspace{1cm} (4.8)

with \( \lambda = (\lambda_1, \ldots, \lambda_n)^\top \) being a random convex vector satisfying \( \prod_{\tau=1}^{\infty} A(\tau) = 1_n \lambda^\top \) with probability one.

(ii) Consider the symmetric PaWBar algorithm with an underlying connected undirected graph \( G \); then, with probability one, for any \( i \in V \),

\[
W_2(\mu_i(t), \mu_\infty) \to 0 \text{ as } t \to \infty,
\]

where the absolutely continuous measure \( \mu_\infty = \left( \frac{1}{n} \sum_{j=1}^{n} T^\mu_{j,0} \right) \# \gamma \) is the barycenter

\[
\mu_\infty = \arg \min_{\nu \in \mathcal{P}^2(\mathbb{R}^d)} \sum_{i=1}^{n} W_2(\nu, \mu_{i,0})^2.
\]

The following corollary considers examples of measures relevant to our previous theorem. We use the term distribution and measure interchangeably for well-known probability measures with continuous distributions.

**Corollary 4.3.8 (Examples of Wasserstein barycenters)** Consider that initially either

(i) all agents have a probability measure in \( \mathcal{P}^2(\mathbb{R}) \) with continuous distribution; or

(ii) one agent has the standard Gaussian distribution on \( \mathcal{P}^2(\mathbb{R}^d) \) and any other agent \( i \in V \) has a Gaussian distribution \( \mu_{i,0} = \mathcal{N}(m_{i,0}, \Sigma_{i,0}) \) with \( m_{i,0} \in \mathbb{R}^d \) and \( \Sigma_{i,0} \in \mathbb{R}^{d \times d} \) being a positive definite matrix with the joint commutative property \( \Sigma_{i,0} \Sigma_{j,0} = \Sigma_{j,0} \Sigma_{i,0} \) for any \( j \in V \).
Consider the directed PaWBar algorithm with an underlying strongly connected digraph $G$. Then, with probability one, $W_2(\mu_i(t), \mu_\infty) \to 0$ as $t \to \infty$ for any $i \in V$, where $\mu_\infty$ is the Wasserstein barycenter of the initial measures. In particular,

- for case (i), $\mu_\infty = \left( \sum_{j=1}^{n} \lambda_j F_{\mu_{j,0}}^{-1} \circ F_{\mu_{i,0}} \right) \# \mu_{i,0} = \left( \sum_{j=1}^{n} \lambda_j F_{\mu_{j,0}}^{-1} \right) \# \mathcal{L}$, with $\mathcal{L}$ being the Lebesgue measure on $[0,1]$; and

- for case (ii), $\mu_\infty = \mathcal{N}(m_\infty, \Sigma_\infty)$ with $m_\infty = \sum_{j=1}^{n} \lambda_j m_{j,0}$ and $\Sigma_\infty \in \mathbb{R}^{d \times d}$ being a positive definite matrix that satisfies $\Sigma_\infty = \sum_{j=1}^{n} \lambda_j \left( \Sigma_\infty^{1/2} \Sigma_j \Sigma_\infty^{1/2} \right)^{1/2}$;

with $\lambda = (\lambda_1, \ldots, \lambda_n)^\top$ being a random convex vector such that $\prod_{\tau=1}^{\infty} A(\tau) = 1_n \lambda^\top$ with probability one.

Moreover, all the previous results also hold for the symmetric PaWBar algorithm when $G$ is a connected undirected graph, with the difference that the barycenters are now the standard one, i.e., with $\lambda = (\frac{1}{n}, \ldots, \frac{1}{n})^\top$ in the previous bullet points.

The work [8] proposes a non-distributed iterative algorithm tailored to compute the Wasserstein barycenter of Gaussian distributions. However, to the best of our knowledge, the PaWBar algorithm is the first algorithm that proposes a distributed computation of randomized and standard Gaussian barycenters with closed-form iteration steps, as indicated in the following proposition.

We remark that the distance interpolation between two Gaussian distributions is a curve of Gaussian distributions.

**Proposition 4.3.9 (PaWBar algorithm for Gaussian distributions)** Assume any agent $i \in V$ has an initial distribution $\mu_{i,0} = \mathcal{N}(m_{i,0}, \Sigma_{i,0})$ with $m_{i,0} \in \mathbb{R}^d$ and $\Sigma_{i,0} \in \mathbb{R}^{d \times d}$ being a positive definite matrix. At any time $t$, let $m_i(t)$ and $\Sigma_i(t)$ be the mean and covariance matrix associated to agent $i \in V$. 
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(i) For the directed PaWBar algorithm, if \((i, j) \in E\) is selected at time \(t\), update the Gaussian distribution of agent \(i\) according to:

\[
m_i(t + 1) := (1 - a_{ij})m_i(t) + a_{ij}m_j(t),
\]

\[
\Sigma_i(t + 1) := (1 - a_{ij})^2\Sigma_i(t) + a_{ij}^2\Sigma_j(t)
\]

\[+ a_{ij}(1 - a_{ij})\left(\frac{(\Sigma_i(t)\Sigma_j(t))^{1/2}}{2} + (\Sigma_j(t)\Sigma_i(t))^{1/2}\right),
\]

\[(4.9)\]

(ii) For the symmetric PaWBar algorithm, if \(\{i, j\} \in E\) is selected at time \(t\), update the Gaussian distributions of agents \(i\) and \(j\) according to:

\[
m_i(t + 1) := m_j(t + 1) = \frac{1}{2}(m_i(t) + m_j(t)),
\]

\[
\Sigma_i(t + 1) := \Sigma_j(t + 1) = \frac{1}{4}\left(\Sigma_i(t) + \Sigma_j(t) + (\Sigma_i(t)\Sigma_j(t))^{1/2} + (\Sigma_j(t)\Sigma_i(t))^{1/2}\right).
\]

\[(4.10)\]

Then, the results stated in Corollary 4.3.8, under the conditions indicated therein, hold.

Proof: For statement (i), equation (4.9) results from the displacement interpolation between Gaussian distributions, as seen in [11], and thus implements equation (4.3). Case (ii) follows similarly. 

Remark 4.3.10 (Examples of measures for Theorem 4.3.7) We refer to [137, Section 2.3] and [27] for more examples of measures that form compatible collections and their statistical applications.

Remark 4.3.11 (Further properties of the randomized Wasserstein barycenter) The results in [161] can be applied to characterize the mean and covariance matrix associated to the random convex vector present in the randomized Wasserstein barycenter in Theorem 4.3.4, Corollary 4.3.5, Theorem 4.3.7, and Corollary 4.3.8. This characterization numerically depends on the values of the time-invariant probabilities associated with the edge selection process.
We propose the following conjecture.

**Conjecture 2 (Computation under more general continuous measures)** The convergence results of the PaWBar algorithm in Theorem 4.3.7 also hold for general absolutely continuous measures, i.e., ones which do not necessarily form a compatible collection.

We provide some numerical evidence that Conjecture 2 is true at least for the case where all agents initially have multivariate Gaussian distributions that do not form a compatible collection. In the numerical evidence presented in Figure 4.1 and Figure 4.2, we use the updates presented in Proposition 4.3.9, and we only focus on the evolution of the agents’ covariance matrices (the mean values evolve linearly and are easy to verify they converge to the mean of the Wasserstein barycenter). In this Gaussian setting, we also performed similar simulations to the ones in both figures but using the symmetric PaWBar algorithm with connected graphs; and we obtained convergence to the standard Wasserstein barycenter.

### 4.3.4 Analysis of general measures

So far, we presented convergence results to a Wasserstein barycenter for classes of discrete (Theorem 4.3.4 and Corollary 4.3.5) and absolutely continuous (Theorem 4.3.7 and Corollary 4.3.8) measures. In these cases an optimal transport map exists between any two agents’ measures at every time. Now we analyze the PaWBar algorithm on general measures in $\mathcal{P}^2(\mathbb{R}^d)$. Examples of this setting include cases where there may not exist an optimal transport map between two or more initial measures, or cases where there could exist a mix of discrete and absolutely continuous initial measures. We prove that agents converge to consensus with probability one in more restricted graph topologies.
Figure 4.1: Consider five agents that initially have multivariate Gaussian distributions on $\mathbb{R}^5$, with their covariance matrices being randomly generated. On the left, we present the underlying digraph over which the PaWBar algorithm is run. The weight associated to all edges is 0.75. We first fix a realization of the edge selection process by fixing the seed of the random number generator in our scientific software. Then, we compute the covariance matrix $\Sigma_\infty$ of the Wasserstein barycenter that would be obtained with the weights corresponding to the entries of any row of the product of evolution random matrices after a long period of time. The numerical computation of $\Sigma_\infty$ follows the scheme proposed in [8]. On the right, each of the five plotted curves corresponds to the evolution of the error quantity $\|\Sigma_i(t) - \Sigma_\infty\|_F$ for each agent $i \in \{1, \ldots, 5\}$, where $\Sigma_i(t)$ is the value of agent $i$’s covariance matrix at iteration $t$, and $\|\cdot\|_F$ is the Frobenius norm. All agents asymptotically reach consensus and their covariance matrices become the covariance matrix of the randomized Wasserstein barycenter, thus giving evidence for the veracity of Conjecture 2 at least for the Gaussian case.

and that the consensus measure satisfies a necessary condition known to characterize barycenters for certain classes of measures.

**Theorem 4.3.12 (Consensus result for general measures)** Consider the PaWBar algorithm with an underlying graph $G$ which is either

(i) a cycle graph for the directed case, or

(ii) a line graph for the symmetric case;

and with the agents having initial measures $\mu_{i,0} \in \mathcal{P}^2(\mathbb{R}^d)$, $i \in V$. Then, with probability
Figure 4.2: Consider five agents that initially have multivariate Gaussian distributions on $\mathbb{R}^5$, with their covariance matrices being randomly generated. The setting and methodology for computing the plot on the right is similar to the one described in Figure 4.1 with the difference that now the underlying digraph is a cycle (as seen on the left). All agents asymptotically reach consensus and their covariance matrices become the covariance matrix of the randomized Wasserstein barycenter.

one, for any $i \in V$,

$$W_2(\mu_i(t), \mu_\infty) \rightarrow 0 \text{ as } t \rightarrow \infty,$$

(4.11)

where $\mu_\infty \in \mathcal{P}^2(\mathbb{R}^d)$ is a random measure whose possible values depend on the realization of the edge selection process. If $\mu_{i,0} = \mu_{j,0}$ for any $i, j \in V$, then $\mu_\infty = \mu_{i,0}$ with probability one.

Moreover, for either the directed or symmetric case, and with probability one,

$$\text{supp}(\mu_\infty) \subseteq \text{cl} \left\{ \sum_{i=1}^n \lambda_i x_i \mid x_i \in \text{supp}(\mu_{i,0}), \lambda_i \geq 0, i \in V, \text{ and } \sum_{i=1}^n \lambda_i = 1 \right\},$$

(4.12)

with cl indicating the closure operation for sets.

Remark 4.3.13 (Theorem 4.3.12 and Wasserstein barycenters) Equation (4.12) is known to be satisfied when $\mu_\infty$ is a Wasserstein barycenter of measures that are absolutely continuous with respect to the Lebesgue measure, or discrete with finite support [6, 13]. However, the characterization of the consensus value in our theorem does
not state any sufficient condition under which the converged consensus random measure is a Wasserstein barycenter or not: this is an open problem for further research.

4.4 Proofs of results in Section 4.3

4.4.1 Proofs of results in Subsection 4.3.2

Proof: [Proof of Theorem 4.3.4] Since measures \( \mu_{i,0} \) and \( \mu_{j,0} \), \( i, j \in V \), are discrete uniform, we have \( W_2^2(\mu_{i,0}, \mu_{j,0}) = \min_{\sigma \in \Sigma_N} \frac{1}{N} \sum_{k=0}^{N} \| x^i_k - x^j_{\sigma(k)} \|_2^2 \) [169, 146], with \( \Sigma_N \) being the set of all possible permutations of the elements in \( \{1, \ldots, N\} \); i.e., any permutation map \( \sigma \in \Sigma_N \) is a bijective function \( \sigma : \{1, \ldots, N\} \rightarrow \{1, \ldots, N\} \). Then, the displacement interpolation between any of the initial measures provides discrete measures. Now, consider \( \sigma \in \Sigma_N \) from solving the optimal transport problem from \( \mu_{i,0} \) to \( \mu_{j,0} \), i.e., \( \gamma^{\text{opt}}(\mu_{i,0}, \mu_{j,0}) = \frac{1}{N} \sum_{k=0}^{N} \delta(x^i_{k_1}, x^j_{\sigma(k_1)}) \). Consider two arbitrary points \( (x^i_{k_1}, x^j_{\sigma(k_1)}), (x^i_{k_2}, x^j_{\sigma(k_2)}) \in \text{supp}(\gamma^{\text{opt}}(\mu_{i,0}, \mu_{j,0})) \). Then, for any \( a_{ij} \in (0, 1) \), the displacement interpolation implies the existence of some \( z_{k_1}(a_{ij}), z_{k_2}(a_{ij}) \in \text{supp}(\gamma^{\text{opt}}(\mu_{i,0}, \mu_{j,0})) \), such that \( z_{k_1}(a_{ij}) = (1 - a_{ij})x^i_{k_1} + a_{ij}x^j_{\sigma(k_1)} \) and \( z_{k_2}(a_{ij}) = (1 - a_{ij})x^i_{k_2} + a_{ij}x^j_{\sigma(k_2)} \). Now, since the optimal transport plan \( \gamma^{\text{opt}}(\mu_{i,0}, \mu_{j,0}) \) has cyclically monotone support [169, Section 2.3], we can follow the treatment in [170, Chapter 8] and conclude that there exists no \( a_{ij} \in (0, 1) \) such that \( z^{k_1}(a_{ij}) = z^{k_2}(a_{ij}) \). As a consequence, \( \text{supp}((\pi_{a_{ij}})_{\#\mu_{i,0}}) \) has \( N \) (different) elements for any possible edge weight \( a_{ij} \), i.e., \((\pi_{a_{ij}})_{\#\mu_{i,0}} \) is a discrete uniform measure. It is easy to show by induction that in either the directed or symmetric PaWBar algorithm, \( \mu_{i}(t) \) is a discrete uniform distribution for any \( i \in V \) and time \( t \) with probability one.

We now introduce some notation. Given \( A \in \mathbb{R}^{m \times m} \), let \( \text{diag}^{i,k}(A) \in \mathbb{R}^{km \times km} \) be the \( k \times k \) block-diagonal matrix such that its \( ith \) block has the matrix \( A \) and the rest of blocks are \( I_m \). Given \( A, B \in \mathbb{R}^{m \times m} \), let \( \text{diag}^{i,j,k}(A, B) \in \mathbb{R}^{km \times km} \) be the \( k \times k \) block-
diagonal matrix such that its $i$th and $j$th blocks are the matrices $A$ and $B$ respectively, and the rest of blocks are $I_m$. Let $x^i(t) \in \mathbb{R}^{Nd}$ be a vector stacking the elements of $\text{supp}(\mu_i(t))$, which we call the support vector. Note that since the measures are discrete uniform at every time $t$ (with probability one), the order of the elements $x^i_k(t) \in \mathbb{R}^d$, $k \in \{1, \ldots, N\}$, in the vector $x^i(t)$ can be arbitrary; but for convenience we denote it as $x^i(t) = (x^i_1(t), \ldots, x^i_N(t))^\top$. For any $i, j \in V$ and time $t$, let $\sigma_{ij,t} \in \Sigma_N$ be an optimal transport map from $\mu_i(t)$ to $\mu_j(t)$; and let $\sigma_{ii,t}(k) = k$ and $\sigma_{ji,t} = \sigma_{ij,t}^{-1}$.

We now focus on proving statement (i). Assume $(i, j) \in E$ is selected at time $t$. Then, $x^i_k(t + 1) = (1 - a_{ij}) x^i_k(t) + a_{ij} x^j_{\sigma_{ij,t}(k)}(t), k \in \{1, \ldots, N\}$, i.e.,

$$x^i(t + 1) = (1 - a_{ij}) x^i(t) + a_{ij} (P(t) \otimes I_d) x^j(t) \quad (4.13)$$

with the permutation matrix $P(t) \otimes I_d$ defined by the permutation matrix $P(t) \in \{0, 1\}^{N \times N}$ whose $k$th row is $e^\top_{\sigma_{ij,t}(k)}$. Indeed, with $Q_{ij,t} = P(t) \otimes I_d$,

$$W_2^2(\mu_i(t), \mu_j(t)) = \frac{1}{N} \left\| x^i(t) - Q_{ij,t} x^j(t) \right\|_2^2.$$

We make the following claim:

(i.a) for any $i^*, j^* \in V$, $i^* \neq j^*$, $\epsilon > 0$ and time $t$, the event \(W_2(\mu_{i^*}(t+T), \mu_{j^*}(t+T)) < \epsilon\) for some finite $T > 0$ has positive probability.

We prove the claim. Define $d(i, j, \sigma^i, \sigma^j, t_i, t_j) := \left( \sum_{k=1}^N \frac{1}{N} \left\| x^i_{\sigma^i(k)}(t_i) - x^j_{\sigma^j(k)}(t_j) \right\|_2^2 \right)^{\frac{1}{2}}$, for $i, j \in V$, $\sigma^i, \sigma^j \in \Sigma_N$. Consider any $i^*, j^* \in V$ and $\epsilon > 0$. Since $G$ is strongly connected, there exists a shortest directed path $\mathcal{P}_{i^* \rightarrow j^*}$ from $i^*$ to $j^*$ of some length $L$. Let $\mathcal{P}_{i^* \rightarrow j^*} = ((i^*, \ell_1), \ldots, (\ell_{L-1}, j^*))$. Now, pick positive numbers $\epsilon_1, \ldots, \epsilon_L$ such that $\sum_{i=1}^L \epsilon_i < \epsilon$. Consider any time $t$. Then, we can first select $T_1$ times the edge $(\ell_{L-1}, j^*)$
so that

$$d(\ell_{L-1}, j^*, \sigma_{\ell_{L-1}j^*+T_1}, \text{Id}, t + T_1, t) = (1 - a_{\ell_{L-1}j^*})T_1 d(\ell_{L-1}, j^*, \sigma_{\ell_{L-1}j^*+T_1}, \text{Id}, t, t) < \epsilon_L.$$  

Then, we can select $T_2$ times the edge $(\ell_{L-2}, \ell_{L-1})$ so that

$$d(\ell_{L-2}, \ell_{L-1}, \sigma_{\ell_{L-2}\ell_{L-1}+T_1+T_2} \circ \sigma_{\ell_{L-1}j^*+T_1}, \sigma_{\ell_{L-1}j^*+T_1}, t + T_1 + T_2, t + T_1) < \epsilon_{L-1},$$

and we can continue like this until finally selecting $T_L$ times the edge $(i^*, \ell_1)$ such that

$$d(i^*, \ell_1, \sigma_{\ell_1\ell_2+.+\sum_{i=0}^{L-1} T_i} \circ \cdots \circ \sigma_{\ell_{L-1}j^*+T}, t + T, t + \sum_{i=0}^{L-1} T_i) < \epsilon_1$$

with $\sigma = \sigma_{\ell_1\ell_2+.+T} \circ \cdots \circ \sigma_{\ell_{L-1}j^*+t}$ and $T = \sum_{i=1}^{L} T_i$. Then,

$$W_2(\mu_{i^*}(t + T), \mu_{j^*}(t + T)) \leq \left(\sum_{k=1}^{N} \frac{1}{N} \left\| x_{\sigma(k)}(t) - x^{j^*}_k(t) \right\|^2 \right)^{\frac{1}{2}} < \sum_{i=1}^{L} \epsilon_i < \epsilon,$$

where the first inequality follows by definition of the Wasserstein distance, and the second inequality from both the triangle inequality and the fact that $x^j_k(t+T) = x^{j^*}_k(t)$, $x^L_{L-1}(t+T) = x^{L-1}_{L-1}(t+T_1)$, $\ldots$, $x^1_k(t+T) = x^1_k(t+\sum_{i=1}^{L-1} T_i)$. Moreover, our construction implies

$$W_2(\mu_{p}(t + T), \mu_{j^*}(t + T)) < \epsilon$$

for any $p \in \mathcal{P}_{i^*\rightarrow j^*}$. \hspace{1cm} (4.14)

Now, consider any $m \in V$ and construct a directed acyclic subgraph $G' = (V, E')$, $E' \subset E$, of $G$ as follows: $m$ is the unique node with zero out-degree (i.e., $(m, i) \notin E'$ for any $i \in V$) and there exists a unique directed path from any node $i \in V \setminus \{m\}$ to $m$. Such subgraph $G'$ exists because $G$ is strongly connected. Consider any $\epsilon > 0$ and time $t$. Then, the selection process just described above can make all nodes $\bar{m}$ with zero in-degree in $G'$ (i.e., any $\bar{m} \in V$ such that $(i, \bar{m}) \notin E'$ for any $i \in V \setminus \{\bar{m}\}$) satisfy

$$W_2(\mu_{\bar{m}}(t+T), \mu_{\bar{m}}(t+T)) = W_2(\mu_{m}(t+T), \mu_{m}(t)) < \frac{\epsilon}{2}$$

for some $T$. Then, as a consequence
of (4.14), $W_2(\mu_i(t+T), \mu_j(t+T)) < \frac{\epsilon}{2}$ for any $i \in V$, and the triangle inequality then implies $W_2(\mu_i(t+T), \mu_j(t+T)) < \epsilon$ for any $j \in V$. Finally, for any $i, j \in V$, the event “$W_2(\mu_i(t+T), \mu_j(t+T)) < \epsilon$ for some $T > 0$” has a positive probability to occur at any time $t$ because any selection of a finite sequence of edges has positive probability to occur at any time $t$. This finishes the proof of claim (i.a).

Now, note that the event in result (i.a), due to its persistence, will eventually happen with probability one. Assume it happens at time $t$. Then, we claim that $\epsilon$ in this event could have been chosen so that, for any time $t' \geq t$ and any $i, j, p \in V$,

(i.b) $\sigma_{ij,t'} = \sigma_{ij,t}$, and

(i.c) $\sigma_{ij,t'} = \sigma_{ip,t'} \circ \sigma_{pj,t'}$.

Now we prove the claim. Firstly, note that from (i.a) and the fact that the measures are discrete uniform at every time with probability one, we can consider a small enough $\epsilon$ such that for any $i, j \in V$ and any permutation map $\sigma \neq \sigma_{ij,t}$,

$$W_2(\mu_i(t), \mu_j(t)) = \left( \frac{1}{N} \sum_{k=1}^{N} \left\| x^i_k(t) - x^j_{\sigma_{ij,t}(k)}(t) \right\|_2^2 \right)^{\frac{1}{2}} < \epsilon \quad \text{and}$$

$$2\epsilon < \left( \frac{1}{N} \sum_{k=1}^{N} \left\| x^i_k(t) - x^j_{\sigma(k)}(t) \right\|_2^2 \right)^{\frac{1}{2}}. \quad (4.15)$$

Such choice of $\epsilon$ implies that $\sigma_{ip,t} \circ \sigma_{pj,t} = \sigma_{ij,t}$ for any $i, j, p \in V$; otherwise, if $\sigma_{ip,t} \circ \sigma_{pj,t} \neq \sigma_{ij,t}$, then we obtain a contradiction:

$$2\epsilon < \left( \frac{1}{N} \sum_{k=1}^{N} \left\| x^i_k(t) - x^j_{\sigma_{ip,t} \circ \sigma_{pj,t}(k)}(t) \right\|_2^2 \right)^{\frac{1}{2}} = \left( \frac{1}{N} \sum_{k=1}^{N} \left\| x^i_{\sigma_{ip,t}(k)}(t) - x^j_{\sigma_{pj,t}(k)}(t) \right\|_2^2 \right)^{\frac{1}{2}}$$

$$\leq \left( \frac{1}{N} \sum_{k=1}^{N} \left\| x^i_{\sigma_{ip,t}(k)}(t) - x^p_k(t) \right\|_2^2 \right)^{\frac{1}{2}} + \left( \frac{1}{N} \sum_{k=1}^{N} \left\| x^p_k(t) - x^j_{\sigma_{pj,t}(k)}(t) \right\|_2^2 \right)^{\frac{1}{2}} < 2\epsilon.$$
must first prove that (4.15) holds for time $i, j$. Likewise, we immediately obtain
\[
\|x^i(t + 1) - Q_{i,j,t}x^i(t + 1)\|_2 \\
\leq (1 - a_{i,j}^*) \|x^i(t) - Q_{i,j,t}x^i(t)\|_2 + a_{i,j}^* \|Q_{i,j,t}x^i(t) - Q_{i,j,t}^*x^i(t)\|_2 \\
= (1 - a_{i,j}^*) \|x^i(t) - Q_{i,j,t}x^i(t)\|_2 + a_{i,j}^* \|x^i(t) - Q_{j,j,t}^*x^i(t)\|_2 \\
< (1 - a_{i,j}^*)\epsilon\sqrt{N} + a_{i,j}^*\epsilon\sqrt{N} = \epsilon\sqrt{N};
\]
likewise, we immediately obtain $\frac{1}{\sqrt{N}}\|x^i(t + 1) - Q_{ij,t}x^i(t + 1)\|_2 < \epsilon$ for any $i \in V \setminus \{i^*, j^*\}$, and $\frac{1}{\sqrt{N}}\|x^i(t + 1) - Q_{i,j^*,t}x^i(t + 1)\|_2 < (1 - a_{i,j}^*)\epsilon < \epsilon$. In summary, $\frac{1}{\sqrt{N}}\|x^i(t + 1) - Q_{ij,t}x^i(t + 1)\|_2 < \epsilon$ for any $i, j \in V$, which implies $\sigma_{ij,t+1} = \sigma_{ij,t}$ for any $i, j \in V$; i.e., (i.b) holds for $t' = t + 1$. Now, to prove claim (i.c) holds for $t' = t + 1$, we must first prove that (4.15) holds for time $t + 1$.

Set $y^1(t) := x^1(t), y^2(t) = Q_{12,t}x^2(t), \ldots, y^n(t) = Q_{1n,t}x^n(t)$ (this labeling is arbitrary and any other $i \in V \setminus \{1\}$ could have been chosen to define $Q_{i1}, \ldots, Q_{in})$ and $y^i(t) = (y_1^i(t), \ldots, y_N^i(t))^\top, y_1^i(t) \in \mathbb{R}^d, i \in \{1, \ldots, n\}$. For any $k \in \{1, \ldots, N\}$, let $L_k(t)$ be the convex hull of the set $\{y_k^1(t), \ldots, y_k^n(t)\}$. For any $p, q \in \{1, \ldots, N\}$, define the distance between $L_p(t)$ and $L_q(t)$ as $d_{pq}(t) = \inf_{w_1 \in L_p(t), w_2 \in L_q(t)}\|w_1 - w_2\|_2$. Assuming that $(i^*, j^*) \in E$ is selected at time $t$, our result (i.b) for $t' = t + 1$ and (4.13) imply that $y_k^i(t + 1) = (1 - a_{i,j}^*)y_k^i(t) + a_{i,j}^*y_k^j(t) \in L_k(t), k \in \{1, \ldots, N\}$. Obviously, for any $j \in V \setminus \{i^*\}$, $y_k^j(t + 1) = y_k^j(t) \in L_k(t), k \in \{1, \ldots, N\}$. Then, $L_i(t + 1) \subseteq L_i(t)$ for any $i \in \{1, \ldots, N\}$, and thus $d_{pq}(t) \leq d_{pq}(t + 1)$ for any $p, q \in \{1, \ldots, N\}$. Now, for any $i, j \in V$, time $\tau \geq t$, and permutation map $\sigma \neq Id$, we have $d_{k\sigma(k)}(\tau) \leq \|y_k^i(\tau) - y_\sigma(k)(\tau)\|_2 \leq (\sum_{k=1}^Nd_{k\sigma(k)}(\tau))^{\frac{1}{2}} \leq (\sum_{k=1}^Ny_k^i(\tau) - y_\sigma(k)(\tau))^2_2^{\frac{1}{2}}$. Now, we need to consider two cases. In the first case we consider
2\epsilon < \min_{\sigma \in \Sigma_N, \sigma \neq \text{Id}} \left( \frac{1}{N} \sum_{k=1}^{N} d^2_{k\sigma(k)}(t) \right)^{\frac{1}{2}}. \quad (4.15)

Then,

\[ 2\epsilon < \left( \frac{1}{N} \sum_{k=1}^{N} d^2_{k\sigma(k)}(t+1) \right)^{\frac{1}{2}} \leq \left( \frac{1}{N} \sum_{k=1}^{N} \left\| y^i_k(t+1) - y^j_\sigma(t+1) \right\|_2^2 \right)^{\frac{1}{2}}, \]

for any permutation map \( \sigma \neq \text{Id} \); and (i.b) for \( t' = t + 1 \) and (i.c) for \( t' = t \) imply

\[ 2\epsilon < \left( \frac{1}{N} \sum_{k=1}^{N} \left\| x^i_k(t+1) - x^j_{\sigma'(k)}(t+1) \right\|_2^2 \right)^{\frac{1}{2}} \text{ with } \sigma' = \sigma_{i_1,t+1} \circ \sigma \circ \sigma_{1,j,t+1} \neq \sigma_{i,j,t+1}. \]

Thus, (4.15) holds for time \( t + 1 \) in this first case. Now, we consider the second case \( 2\epsilon \geq \min_{\sigma \in \Sigma_N, \sigma \neq \text{Id}} \left( \frac{1}{N} \sum_{k=1}^{N} d^2_{k\sigma(k)}(t) \right)^{\frac{1}{2}}. \) Then, due to \( G \) being strongly connected and \( \{d_{pq}(\tau)\}_{\tau \geq t} \) being a nondecreasing sequence for any \( p,q \in \{1,\ldots,N\} \), we can follow the proof of result (i.a) and arbitrarily reduce the diameter of the set \( L_k \) for any \( k \in \{1,\ldots,N\} \) at some future time \( \bar{t} \), i.e., \( L(\bar{t}) \subset L(t) \). This diameter reduction can be chosen such that \( d_{ij}(\bar{t}) > d_{ij}(t) \) for any \( i,j \in \{1,\ldots,N\} \), and this increase on the distances between sets can be done so that \( 2\epsilon' < \min_{\sigma \in \Sigma_N, \sigma \neq \text{Id}} \left( \frac{1}{N} \sum_{k=1}^{N} d^2_{k\sigma(k)}(\bar{t}) \right)^{\frac{1}{2}} \) for some \( 0 < \epsilon' < \epsilon \). In other words, we are in the first case at time \( \bar{t} \). After this change, we will never be in the second case again for any time after \( \bar{t} \) with probability one. In summary, we just proved the conditions in equation (4.15) can be made to hold for time \( t + 1 \), and so (i.c) holds for \( t' = t + 1 \).

Now, assume results (i.b) and (i.c) hold for time \( t' = \tau \geq t \), and (4.15) holds for time \( \tau \). Following the proof just presented above, we easily establish that (i.b) and (i.c) hold for \( t' = \tau + 1 \) and that (4.15) holds for time \( \tau + 1 \). Then, by induction, we proved our initial claim about (i.b) and (i.c).

Now, set \( x(t) = (x^1(t), \ldots, x^n(t))^\top \in \mathbb{R}^{nNd} \). Assume \((i,j) \in E\) is selected at any time \( t \geq 0 \). Then, (4.13) becomes

\[ x(t+1) = B(t)x(t) \quad (4.17) \]

with the row-stochastic matrix \( B(t) = \text{diag}^n(P(t)^\top \otimes I_d)(A(t) \otimes I_{Nd}) \text{diag}^n(P(t) \otimes I_d) \)
(recall the permutation matrix $P(t)$ was defined after (4.13)).

Consider an initial vector $\mathbf{x}(0)$ and a fixed realization of the edge selection process. Now consider $\mathbf{x}'(0) = \text{diag}(P_1 \otimes I_d, \ldots, P_n \otimes I_d)\mathbf{x}(0)$ with arbitrary permutation matrices $P_1, \ldots, P_n \in \{0, 1\}^{N \times N}$. Notice that both $\mathbf{x}(0)$ and $\mathbf{x}'(0)$ represent the supports of the same group of measures $\{\mu_{i,0}\}_{i \in \mathcal{V}}$ but may be the case that $\mathbf{x}(0) \neq \mathbf{x}'(0)$. We claim that

$$\mathbf{x}'(t) = \text{diag}(P_1 \otimes I_d, \ldots, P_n \otimes I_d)\mathbf{x}(t) \text{ for any time } t. \quad (4.18)$$

To prove this claim, first recall that we have a fixed realization of the edge selection process. Assume $(i, j) \in \mathcal{E}$ is selected at time $t = 0$ and obtain $\mathbf{x}(1) = B(0)\mathbf{x}(0)$. Likewise, $\mathbf{x}'(1) = B'(0)\mathbf{x}'(0)$, with $B'(0) = \text{diag}^{i,n}(P'(0) \otimes I_d)(A(0) \otimes I_{Nd}) \text{diag}^{i,n}(P'(0) \otimes I_d)$, is the update that results if the algorithm starts with initial vector $\mathbf{x}'(0)$. Then,

$$P'(0) \otimes I_d = (P_1 \otimes I_d)(P(0) \otimes I_d)(P_j^\top \otimes I_d) = (P_1 P(0) P_j^\top) \otimes I_d.$$

After some algebraic work, we obtain $B'(0) = \text{diag}^{i,n}(P_i, P_j) B(0) \text{diag}^{i,n}(P_i^\top, P_j^\top)$. Then,

$$\mathbf{x}'(1) = \text{diag}^{i,n}(P_i, P_j) B(0) \text{diag}^{i,n}(P_i^\top, P_j^\top) \mathbf{x}'(0)$$

$$= \text{diag}^{i,n}(P_i, P_j) B(0) \text{diag}^{i,n}(P_i^\top, P_j^\top) \text{diag}(P_1, \ldots, P_n)\mathbf{x}(0)$$

$$= \text{diag}(P_1, \ldots, P_n) B(0)\mathbf{x}(0) = \text{diag}(P_1, \ldots, P_n)\mathbf{x}(1).$$

Finally (4.18) is easily proved by induction, and the claim is proved.

Now, from results [i.a], [i.b] and [i.c] there exists some random time $T > 0$ such that, with probability one: for any time $t \geq T$ and any $i, j, p \in \mathcal{V}$, $\sigma_{ij,t} = \sigma_{ij,T}$ and $\sigma_{ij,t} = \sigma_{ip,t} \circ \sigma_{pj,t}$. Consider such time $T$, which is now a deterministic function of $\mathbf{x}(0)$ since we have a fixed realization of the edge selection process. Without loss of generality,
as a consequence of (4.18), we can assume we started the algorithm with the initial support vectors \( \{Q_{1,T}x^i(0)\}_{i \in V} \) at time \( t = 0 \). Then, it is easy to prove that \( B(t) = A(t) \otimes I_{Nd} \) for any \( t \geq T \), i.e., \( B(t) \) has an associated permutation matrix \( P(t) = I_N \). Then, Proposition 4.3.3 let us conclude that \( \lim_{t \to \infty} \prod_{t=T}^\infty B(\tau) = (1_n \lambda^\top) \otimes I_{Nd} \) for some convex vector \( \lambda \). Thus, \( x^i(\infty) = \sum_{j=1}^n \lambda_j x^j(T) \), \( i \in V \).

It remains to prove that \( \mu_\infty \) corresponds to a Wasserstein barycenter. Let us formulate the Wasserstein barycenter problem \( \min_{\nu \in P^2(\mathbb{R}^d)} \sum_{i=1}^n \lambda_i W_2(\nu, \mu_i(T))^2 \). Since the measures \( \{\mu_i(T)\}_{i \in V} \) have finite support, any barycenter is a discrete measure with finite support [13]. Moreover, since all the measures are uniform, we can consider a minimizer with a discrete uniform distribution. We now prove that \( \mu_\infty \) is such a minimizer. Firstly, by construction and the fact that (4.15) holds for \( t \geq T \), we have

\[
W_2(\mu_\infty, \mu_i(T))^2 = \frac{1}{N} \sum_{j=1}^N \left\| \sum_{k=1}^n \lambda_k x^k_j(T) - x^i_j(T) \right\|_2^2 < \frac{2 \epsilon}{N} \sum_{j=1}^N \left\| \sum_{k=1}^n \lambda_k x^k_{\sigma^i(j)}(T) - x^i_{\sigma^i(j)}(T) \right\|_2^2
\]

for any \( \sigma^i \in \Sigma_N, \sigma_i \neq Id, i \in V \). Then,

\[
\sum_{i=1}^n \lambda_i W_2(\mu_\infty, \mu_i(T))^2 < \frac{1}{N} \sum_{i=1}^n \lambda_i \sum_{j=1}^N \left\| \sum_{k=1}^n \lambda_k x^k_{\sigma^i(j)}(T) - x^i_{\sigma^i(j)}(T) \right\|_2^2 \leq \frac{1}{N} \sum_{i=1}^n \lambda_i \sum_{j=1}^N \left\| y_i - x^i_{\sigma^i(j)}(T) \right\|_2^2
\]

for any \( y = (y_1, \ldots, y_n)^\top \in \mathbb{R}^{Nd} \). The last inequality of the previous expression is proved by using first optimality conditions to minimize the differentiable and strictly convex functional of \( y \) (i.e., set the gradient with respect to \( y \) equal to the zero vector). Now, take \( y_i \neq y_j \in \mathbb{R}^d \) for any \( i, j \in \{1, \ldots, N\} \), define the discrete uniform
measure \( \nu = \frac{1}{N} \sum_{j=1}^{N} \delta_{y_j}, y_j \in \mathbb{R}^d \); and let \( \tilde{\sigma}^i, i \in V \), be such that \( W_2(\nu, \mu_i(T))^2 = \frac{1}{N} \sum_{i=1}^{n} \lambda_i \sum_{j=1}^{N} \left\| y_i - x_{\tilde{\sigma}^i(j)}(T) \right\|^2_2 \). Then, our recent analysis implies that: (1) if there exists \( i \in V \) such that \( \tilde{\sigma}_i \neq \text{Id} \), then \( \sum_{i=1}^{n} \lambda_i W_2(\mu_{\infty}, \mu_i(T))^2 < \sum_{i=1}^{n} \lambda_i W_2(\nu, \mu_i(T))^2 \); (2) if \( \tilde{\sigma}_i = \text{Id} \) for all \( i \in V \), then \( \sum_{i=1}^{n} \lambda_i W_2(\mu_{\infty}, \mu_i(T))^2 \leq \sum_{i=1}^{n} \lambda_i W_2(\nu, \mu_i(T))^2 \).

Given the generality of \( \nu \), cases (1) and (2) together imply that \( \mu_{\infty} \) is a Wasserstein barycenter.

Finally, all of our previous results hold with probability one because we considered an arbitrary realization of the edge selection process for our analysis (note that \( \lambda \) now becomes a random convex vector). This concludes the proof of statement (i).

We now focus on proving statement (ii). Assume \( \{i,j\} \in E \) is selected at time \( t \). Without loss of generality, the update of the PaWBar algorithm can be set as \( x^i_k(t+1) = \frac{1}{2} x^i_k(t) + \frac{1}{2} x^j_{\tilde{\sigma}_{ij,t}(k)}(t) \) and \( x^j_k(t+1) = \frac{1}{2} x^j_k(t) + \frac{1}{2} x^i_{\tilde{\sigma}_{ji,t}(k)}(t) \), \( k \in \{1, \ldots, N\} \); i.e.,

\[
\begin{align*}
x^i(t+1) &= \frac{1}{2} x^i(t) + \frac{1}{2} (P(t) \otimes I_d)x^j(t), \\
x^j(t+1) &= \frac{1}{2} x^j(t) + \frac{1}{2} (P(t)^\top \otimes I_d)x^i(t)
\end{align*}
\]

(4.19)

recalling that the permutation matrix \( P(t) \in \{0, 1\}^{N \times N} \) has \( e^\top_{\tilde{\sigma}_{ij,t}(k)} \) as its \( k \)th row.

We make the following claim:

(ii.a) for any \( i^*, j^* \in V, i^* \neq j^*, \epsilon > 0 \) and time \( t \), the event \( "W_2(\mu_{i^*}(t+T), \mu_{j^*}(t+T)) < \epsilon \) for some finite \( T > 0" \) has positive probability.

Now, we prove the claim. Let us fix a spanning tree \( G' \) of \( G \). For any \( i, j \in V \), let \( \mathcal{P}_{i-j} \) denote the unique path between \( i \) and \( j \) in \( G' \). Let

\[
U(t) = \max_{i,j \in V} \sum_{(p,q) \in \mathcal{P}_{i-j}} W_2(\mu_p(t), \mu_q(t)).
\]

Let \( \{k, \ell\} \in \arg\max U(t) \) and \( \mathcal{P}_{k-\ell} = \{(k, p_1), \ldots, (p_{L-1}, \ell)\} \), i.e., edge \( \{k, p_1\} \) is followed by
$\{p_1, p_2\}$ and so on until $\{p_{L-1}, \ell\}$. 

**Case 1** \(W_2(\mu_k(t), \mu_{p_1}(t)) \neq 0\). For simplicity we also assume \(W_2(\mu_i(t), \mu_j(t)) \neq 0\) for any $\{i, j\} \in \mathcal{P}_{k-\ell}$; otherwise, if there exists $\{i^*, j^*\} \in \mathcal{P}_{k-\ell}$ such that \(W_2(\mu_{i^*}(t), \mu_{j^*}(t)) = 0\), we would need to use a similar analysis to Case 2) which will be treated later. Select $\{k, p_1\}$ at time $t$. If $\mathcal{P}_{k-\ell}$ contains only one element, then $p_1 = \ell$ and \(W_2(\mu_k(t+1), \mu_{\ell}(t+1)) = 0 \leq U(t) = W_2(\mu_k(t), \mu_{\ell}(t))\). Now, consider $\mathcal{P}_{k-\ell}$ contains two or more elements. Set $U(t) = \sum_{\{p,q\} \in \mathcal{P}_{k-\ell}\setminus\{(k,p_1),(p_1,p_2)\}} W_2(\mu_p(t), \mu_q(t))$ (with $p_2 = \ell$ and $U(t) = 0$ if $\mathcal{P}_{k-\ell}$ only has two elements). Then

\[
\sum_{\{p,q\} \in \mathcal{P}_{k-\ell}} W_2(\mu_p(t+1), \mu_q(t+1)) = U(t) + \frac{1}{\sqrt{N}} \|x^{p_1}(t+1) - Q_{p_1,p_2,t+1}x^{p_2}(t)\|_2
\]

\[
\leq U(t) + \frac{1}{\sqrt{N}} \|x^{p_1}(t+1) - Q_{p_1,p_2,t}x^{p_2}(t)\|_2
\]

\[
\leq U(t) + \frac{1}{2}W_2(\mu_{p_1}(t), \mu_{p_2}(t)) + \frac{1}{2\sqrt{N}} \|Q_{p_1,k,t}x^k(t) - Q_{p_1,p_2,t}x^{p_2}(t)\|_2
\]

\[
\leq U(t) + \frac{1}{2}W_2(\mu_{p_1}(t), \mu_{p_2}(t)) + \frac{1}{2\sqrt{N}} \|Q_{p_1,k,t}x^k(t) - x^{p_1}(t)\|_2
\]

\[
+ \frac{1}{2\sqrt{N}} \|x^{p_1}(t) - Q_{p_1,p_2,t}x^{p_2}(t)\|_2
\]

\[
= U(t) + W_2(\mu_{p_1}(t), \mu_{p_2}(t)) + \frac{1}{2}W_2(\mu_k(t), \mu_{p_1}(t)),
\]

and so $\sum_{\{p,q\} \in \mathcal{P}_{k-\ell}} W_2(\mu_p(t+1), \mu_q(t+1)) < U(t)$. Therefore, for any length of $\mathcal{P}_{k-\ell}$, if $U(t+1) \leq \sum_{\{p,q\} \in \mathcal{P}_{k-\ell}} W_2(\mu_p(t+1), \mu_q(t+1))$, then $U(t+1) < U(t)$. If $U(t+1) > \sum_{\{p,q\} \in \mathcal{P}_{k-\ell}} W_2(\mu_p(t+1), \mu_q(t+1))$, then we can choose $\{\bar{k}, \bar{\ell}\} \in \arg U(t+1)$ and, using the analysis just presented, obtain $\sum_{\{p,q\} \in \mathcal{P}_{k-\ell}} W_2(\mu_p(t+2), \mu_q(t+2)) < U(t+1)$. If this does not imply $U(t+2) < U(t)$, we can keep iterating this procedure until, eventually, obtain $U(t+T) < U(t)$ for some $T > 0$. **Case 2** \(W_2(\mu_k(t), \mu_{p_1}(t)) = 0\). In this case, we do not select the edge $\{k, p_1\}$, but we consecutively check the edges along $\mathcal{P}_{k-\ell}$ starting from $\{k, p_1\}$ and look for the first $\{i^*, j^*\} \in \mathcal{P}_{k-\ell}$ such that $W_2(\mu_{i^*}(t), \mu_{j^*}(t)) \neq 0$. We select this edge and a similar analysis to Case 1) implies that $\sum_{\{p,q\} \in \mathcal{P}_{k-\ell}} W_2(\mu_p(t+1), \mu_q(t+1)) < U(t+1)$. Therefore, if $U(t+1) \leq \sum_{\{p,q\} \in \mathcal{P}_{k-\ell}} W_2(\mu_p(t+1), \mu_q(t+1))$, then $U(t+1) < U(t)$.
1) \leq U(t)$. Then, we select the edge previous to \(\{i^*, j^*\}\) and continue to successively select the preceding edges until reaching the first edge \(\{k, p_1\}\). Once this edge is selected, say at time \(\bar{t}\), the proof of case Case 1) let us conclude that \(\sum_{(p, q) \in P_{k-1}} W_2(\mu_p(\bar{t} + 1), \mu_q(\bar{t} + 1)) < U(\bar{t})\), and we can continue the analysis of Case 1) until we have that \(U(t + T) < U(\bar{t}) \leq U(t)\) for some \(T > 0\). In conclusion, we proved the existence of some finite sequence of selected edges such that \(U(t + T) < U(t)\) for some \(T > 0\). Moreover, we can iterate selections of such sequences to arbitrarily reduce the value of \(U(t)\) after some finite time. Finally, claim (ii.a) follows from the fact that \(\max_{i,j \in V} W_2(\mu_i(t), \mu_j(t)) \leq U(t)\) and that any finite sequence of edges has a positive probability of being consecutively selected at any time \(t\).

We can now follow the same analysis as in the proof of statement (i) of the theorem (using result (ii.a) and its proof instead of (i.a)) to conclude that results (i.b) and (i.c) also hold for the symmetric PaWBar algorithm.

Now, assume \(\{i, j\} \in E\) is selected at time \(t \geq 0\). Then, (4.19) becomes

\[
\mathbf{x}(t + 1) = C(t)\mathbf{x}(t),
\]

with the matrix \(C(t) = \text{diag}^{i \in n}(P(t) \otimes I_d)(A(t) \otimes I_{Nd})\text{diag}^{i \in n}(P^\top(t) \otimes I_d)\).

We fix a realization of the edge selection process. Consider any initial vector \(\mathbf{x}(0)\) and \(\mathbf{x}(0)' = \text{diag}(P_1 \otimes I_d, \ldots, P_n \otimes I_d)\mathbf{x}(0)\) with arbitrary permutation matrices \(P_1, \ldots, P_n \in \{0, 1\}^{N \times N}\). As in the proof of statement (i) it is possible to prove that \(\mathbf{x}'(t) = \text{diag}(P_1 \otimes I_d, \ldots, P_n \otimes I_d)\mathbf{x}(t)\) for any \(t\) after some algebraic work. From here, we can closely follow the proof of statement (i) to conclude the proof for statement (ii).

**Proof:** [Proof of Corollary 4.3.5] We follow the notation and proof of Theorem 4.3.4. Note that the entries of \(\mathbf{x}'(0) = (x'_1, \ldots, x'_N)^\top, i \in V\), are sorted in ascending order. Then, \(W_2^2(\mu_{i,0}, \mu_{j,0}) = \frac{1}{N} \sum_{k=0}^{N} (x'_k - x'_k)^2\) for \(i, j \in V\). Now, consider the directed PaWBar
algorithm and that \((i, j) \in E\) is selected at time \(t = 0\). Then \(x^i(1) = (1 - a_{ij})x^j(0) + a_{ij}x^j(0)\) and \(x^i(1)\) has its entries sorted in ascending order. Then, it is easy to prove by induction that, at every time \(t\), \(x^i(t)\) for any \(i \in V\) is sorted in ascending order with probability one. Considering \(x(t) = (x^i(t), \ldots, x^n(t))^{\top} \in \mathbb{R}^{nN}\), we have that \(x(t + 1) = (A(t) \otimes I_N)x(t)\) and so \(x(t) = (\prod_{i=0}^t A(i) \otimes 1_N)x(0)\). Then, we conclude the proof for the directed PaWBar algorithm by using Proposition 4.3.3 and the fact that \(\sum_{i=1}^n \lambda_i x^i(0) \in \arg \min_{y \in \mathbb{R}^d} \frac{1}{N} \sum_{i=1}^n \lambda_i \sum_{k=0}^{N} (y_k - x^i_k)^2\) for any convex vector \(\lambda \in \mathbb{R}^n\). The symmetric case is proved similarly.

### 4.4.2 Proofs of results in Subsection 4.3.3

**Proof:** [Proof of Theorem 4.3.7] Consider the following notation: for any \(i, j, k \in V\), denote \((T_{\alpha_2}^{\alpha_3} \circ T_{\alpha_1}^{\alpha_2}) \# \alpha_1 = (T_{\alpha_1}^{\alpha_3}) \# \alpha_1\) by \(T_{\alpha_2}^{\alpha_3} \circ T_{\alpha_1}^{\alpha_2} = T_{\alpha_1}^{\alpha_3}\) for absolutely continuous measures \(\alpha_1, \alpha_2, \alpha_3 \in \mathcal{P}^2(\mathbb{R}^d)\).

First of all, it is known that a displacement interpolation between any of the absolutely continuous initial measures results in a curve of absolutely continuous measures [151]. Then, with probability one, \(\mu_i(t)\) is absolutely continuous for every \(i \in V\) and time \(t\). This also implies all measures up to any time form a compatible collection with probability one. To see this, fix any \(\gamma \in \{\mu_i, 0\}_{i \in V}\) and assume any \((i, j) \in E\) is selected at time zero. Clearly, \(\mu_i(1) = (T_{\gamma}^{\mu_i(1)}) \# \gamma = (T_{\gamma}^{\mu_i(1)} \circ T_{\mu_i, 0}^{\gamma}) \# \mu_i, 0\) and \(\mu_i(1) = (T_{\mu_i, 0}^{\gamma}) \# \mu_i, 0\), thus \((a) T_{\mu_i, 0}^{\mu_i(1)} = T_{\gamma}^{\mu_i(1)} \circ T_{\mu_i, 0}^{\gamma}\) and \(T_{\mu_i, 0}^{\mu_i, 0} = T_{\gamma}^{\mu_i, 0} \circ T_{\mu_i(1)}^{\gamma}\). To obtain the second equality in \((a)\), we used the identity \((T_{\alpha_2}^{\alpha_1})^{-1} = T_{\alpha_2}^{\alpha_1}\) that holds for two absolutely continuous measures \(\alpha_1, \alpha_2 \in \mathcal{P}^2(\mathbb{R}^d)\). Now, \((T_{\gamma}^{\mu_i(1)}) \# \gamma = (T_{\mu_i, 0}^{\mu_i(1)}) \# \mu_i, 0 = (T_{\mu_i, 0}^{\gamma})(T_{\mu_i, 0}^{\mu_i, 0}) \# \gamma = (T_{\mu_i, 0}^{\mu_i, 0} \circ T_{\mu_i, 0}^{\gamma}) \# \gamma\), and so \((b) T_{\gamma}^{\mu_i(1)} = T_{\mu_i, 0}^{\mu_i(1)} \circ T_{\mu_i, 0}^{\gamma}\) and \(T_{\mu_i(1)}^{\gamma} = T_{\mu_i, 0}^{\gamma} \circ T_{\mu_i(1)}^{\mu_i, 0}\). Now, we do a push-forward operation under the map \(T_{\mu_i(1)}^{\mu_i, 0}\) on both sides of the first equality in \((b)\) to obtain \((T_{\mu_i(1)}^{\mu_i, 0} \circ T_{\gamma}^{\mu_i(1)}) \# \gamma = (T_{\mu_i(1)}^{\mu_i, 0} \circ T_{\gamma}^{\mu_i(1)} \circ T_{\gamma}^{\mu_i(1)}) \# \gamma \implies (T_{\mu_i(1)}^{\mu_i, 0} \circ T_{\gamma}^{\mu_i(1)}) \# \gamma = (T_{\mu_i, 0}^{\mu_i, 0} \circ T_{\gamma}^{\mu_i(1)}) \# \gamma = (T_{\gamma}^{\mu_i(1)}) \# \gamma\),
and so (c) \(T_{\gamma}^{\mu_i,0} = T_{\mu_i(1)}^{\mu_i,0} \circ T_{\gamma}^{\mu_i(1)}\) and \(T_{\mu_i,0}^{\gamma} = T_{\mu_i(0)}^{\gamma} \circ T_{\mu_i,0}^{\mu_i(1)}\). Then, from results (a)-(c) and the fact that the selected edge at time zero was arbitrary, we conclude that \(\{\mu_1(1), \ldots, \mu_n(1)\} \cup \{\mu_1(0), \ldots, \mu_n(0)\}\) forms a compatible collection with probability one. Indeed, we can easily prove by induction that, with probability one, \(\cup_{\tau=0}^t \{\mu_i(\tau)\}_{i \in V}\) is a compatible collection.

Now, assume any \((i, j) \in E\) is selected at time zero. Then,

\[
\mu_i(1) = ((1 - a_{ij}) Id + a_{ij} T_{\mu_i,0}^{\mu_i,0}) \# \mu_i,0 = ((1 - a_{ij}) Id + a_{ij} T_{\gamma}^{\mu_i,0} \circ T_{\mu_i,0}^{\gamma}) \# \mu_i,0
\]

\[
= ((1 - a_{ij}) T_{\gamma}^{\mu_i,0} \circ T_{\mu_i,0}^{\gamma} + a_{ij} T_{\gamma}^{\mu_i,0} \circ T_{\mu_i,0}^{\gamma}) \# \mu_i,0
\]

\[
= ((1 - a_{ij}) T_{\gamma}^{\mu_i,0} + a_{ij} T_{\gamma}^{\mu_i,0}) \# \mu_i,0
\]

\[
(4.21)
\]

where the second equality follows from the property of measures in a compatible collection. Moreover, using the recent result that \(\cup_{\tau=0}^t \{\mu_i(\tau)\}_{i \in V}\) is a compatible collection with probability one, we can follow a similar derivation to (4.21) and prove by induction that \((T_{\gamma}^{\mu_i(t+1)}_{\#})_{\gamma} = ((1 - a_{ij}) T_{\gamma}^{\mu_i(t)} + a_{ij} T_{\gamma}^{\mu_i(t)})_{\#}\gamma\) for every \(t\). This is equivalent to

\[
T_{\gamma}^{\mu_i(t+1)}(x) = (1 - a_{ij}) T_{\gamma}^{\mu_i(t)}(x) + a_{ij} T_{\gamma}^{\mu_i(t)}(x) \quad (4.22)
\]

for any \(x \in \text{supp}(\gamma)\). Define \(T_x(t) := (T_{\gamma}^{\mu_i(t)}(x), \ldots, T_{\gamma}^{\mu_n(t)}(x))^\top\) for any \(x \in \text{supp}(\gamma)\). Then, (4.22) can be expressed as \(T_x(t + 1) = (A(t) \otimes I_d) T_x(t)\). Then, Proposition 4.3.3 implies that \(\lim_{t \to \infty} T_x(t) = (1_n \lambda^\top \otimes I_d) T_x(0)\) for some random convex vector \(\lambda = (\lambda_1, \ldots, \lambda_n)^\top\) with probability one. Thus, we conclude the following consensus result: for any \(i \in V\) and any \(x \in \text{supp}(\gamma)\),

\[
\lim_{t \to \infty} T_{\gamma}^{\mu_i(t)}(x) = \sum_{j=1}^n \lambda_j T_{\gamma}^{\mu_j,0}(x) \implies \lim_{t \to \infty} \mu_i(t) = (\sum_{j=1}^n \lambda_j T_{\gamma}^{\mu_j,0})_{\# \gamma}.
\]
Then, defining \( \mu_{\infty} := \left( \sum_{j=1}^{n} \lambda_j T_{\gamma_j(t)} \right)_{\# \gamma} \) we conclude from \([137, \text{Theorem 3.1.9}]\) that the measure \( \mu_{\infty} \) is the unique solution to the barycenter problem with convex vector \( \lambda \), i.e., equation (4.8) is proved. This concludes the proof of statement (i). Statement (ii) is proved with a similar analysis.

**Proof:** We focus on proving the results for the directed PaWBar algorithm. First, consider the initial measures as in case (i). As mentioned in \([137, \text{Section 2.3}]\), the set of absolute continuous measures in \( \mathcal{P}^2(\mathbb{R}) \) forms a compatible collection. Then, for any \( i \in V \), we use the well-known property that \( \mu_i(t) = (F_{\mu_i(t)}^{-1})_{\# \mathcal{L}} \), with \( \mathcal{L} \) being the Lebesgue measure on \([0, 1]\). Moreover, the solution to the Monge optimal transport problem from \( \mu_{i,0} \) to \( \mu_{j,0} \) for any \( i, j \in V \) provides the so-called Brenier’s map \( F_{\mu_{i,0}}^{-1} \circ F_{\mu_{j,0}} \) \([151, \text{Theorem 2.5}]\). We use these two results in the expression for the Wasserstein barycenter \( \mu_{\infty} \) in statement (i) of Theorem 4.3.7 and conclude the proof.

Now we consider case (ii). We refer to \([137, \text{Section 2.3}]\) for the proof that shows that these particular Gaussian distributions form a compatible collection. Finally, Theorem 4.3.7 implies the convergence to the Wasserstein barycenter and \([41, \text{Theorem 2.4}]\) provides the shown characterization of the barycenter. This concludes the proof.

The proofs for the symmetric PaWBar algorithm are very similar and thus omitted.

**4.4.3 Proofs of results in Subsection 4.3.4**

**Proof:** We first consider the directed PaWBar algorithm in case (i). Consider any \( (i, j) \in E \) is selected at time \( t \). From the definition of constant-
speed geodesics [151], it follows that,

\[
W_2(\mu_i(t+1), \mu_j(t)) = (1 - a_{ij})W_2(\mu_i(t), \mu_j(t)),
\]

\[
W_2(\mu_i(t+1), \mu_i(t)) = a_{ij}W_2(\mu_i(t), \mu_j(t)).
\]

If \((i, j)\) is chosen \(\tau\) times consecutively starting at time \(t\), then \(W_2(\mu_i(t + \tau), \mu_j(t)) = (1 - a_{ij})^\tau W_2(\mu_i(t), \mu_j(t))\).

Now, set

\[U(t) = \sum_{(i,j) \in E} W_2(\mu_i(t), \mu_j(t)).\]

Assume any \((i^*, j^*) \in E\) is selected at time \(t\), and let \((k^*, i^*) \in E\) (since \(G\) is a cycle). Then, setting \(U(t) = \sum_{(i,j) \in E \setminus \{(i^*, j^*),(k^*, i^*)\}} W_2(\mu_i(t), \mu_j(t))\),

\[
U(t + 1) = W_2(\mu_{i^*}(t + 1), \mu_{j^*}(t)) + W_2(\mu_{i^*}(t + 1), \mu_{k^*}(t)) + U(t)
\leq W_2(\mu_{i^*}(t + 1), \mu_{j^*}(t)) + W_2(\mu_{i^*}(t + 1), \mu_{i^*}(t)) + W_2(\mu_{i^*}(t), \mu_{k^*}(t)) + U(t)
= (1 - a_{i^*j^*})W_2(\mu_{i^*}(t), \mu_{j^*}(t)) + a_{i^*j^*}W_2(\mu_{i^*}(t), \mu_{j^*}(t))
+ W_2(\mu_{i^*}(t), \mu_{k^*}(t)) + U(t)
= W_2(\mu_{i^*}(t), \mu_{j^*}(t)) + W_2(\mu_{i^*}(t), \mu_{k^*}(t)) + U(t) = U(t)
\]

where we used the triangle inequality and equation [4.23]. Therefore, with probability one, \((U(t))_{t \geq 0}\) is a non-increasing sequence that is uniformly lower bounded by zero, which then implies that \(U(t)\) converges to some lower bound which we need to prove to be zero. Consider the nontrivial case \(U(t) \neq 0\). Consider again any \((i^*, j^*) \in E\). Since \(G\) is a cycle, there is a unique directed path \(P_{j^* \rightarrow i^*}\) from \(j^*\) to \(i^*\) of length \(n - 1\). Let \(P_{j^* \rightarrow i^*} = ((j^*, e_1), \ldots, (e_{n-2}, i^*))\). Consider \((i^*, j^*)\) was selected at any time \(t\). Now, pick positive numbers \(\epsilon_1, \ldots, \epsilon_{n-1}\) such that \(\sum_{k=1}^{n-1} \epsilon_k < \frac{U(t)}{2}\). Then, from the sentence below [4.23], we
can first select $T_1$ times the edge $(\ell_{n-2}, i^*)$ such that $W_2(\mu_{\ell_{n-2}}(t + T_1), \mu_{i^*}(t)) < \epsilon_L$; then, we can select $T_2$ times the edge $(\ell_{n-3}, \ell_{n-2})$ such that $W_2(\mu_{\ell_{n-3}}(t + T_1 + T_2), \mu_{\ell_{n-2}}(t + T_1)) < \epsilon_{n-2}$; and we can continue like this until finally selecting $T_{n-1}$ times the edge $(j^*, \ell_1)$ such that $W_2(\mu_{j^*}(t + T), \mu_{\ell_1}(t + \sum_{k=1}^{n-2} T_k)) < \epsilon_1$, with $T = \sum_{k=1}^{n-1} T_k$. Then,

$$
\sum_{(i,j)\in P_j^* \rightarrow i^*} W_2(\mu_i(t + T), \mu_j(t + T)) = W_2\left(\mu_{j^*}(t + T), \mu_{\ell_1}\left(\sum_{k=1}^{n-2} T_k\right)\right)
+ \sum_{m=1}^{n-3} W_2\left(\mu_{\ell_m}(t + \sum_{k=1}^{n-1-m} T_k), \mu_{\ell_{m+1}}(t + \sum_{k=1}^{n-1-(m+1)} T_k)\right)
+ W_2(\mu_{\ell_{n-2}}(t + T_1), \mu_{i^*}(t)) < \sum_{i=1}^{n-1} \epsilon_i < \frac{U(t)}{2}.
$$

Moreover, this result and the triangle inequality imply $W_2(\mu_{i^*}(t + T), \mu_{j^*}(t + T)) \leq \sum_{(i,j)\in P_j^* \rightarrow i^*} W_2(\mu_i(t + T), \mu_j(t + T)) < \frac{U(t)}{2}$, and thus $U(t + T) = W_2(\mu_{i^*}(t + T), \mu_{j^*}(t + T)) + \sum_{(i,j)\in P_j^* \rightarrow i^*} W_2(\mu_i(t + T), \mu_j(t + T)) < \frac{U(t)}{2} + \frac{U(t)}{2} = U(t)$. Since the event "$U(t + T) < U(t)$ for some finite $T > 0$" has positive probability of happening at any time $t$ (because the finite sequence of edges described above has a positive probability of being selected sequentially at any time $t$), it can happen infinitely often with probability one. Therefore, we conclude that $U(t) \to 0$ as $t \to \infty$ with probability one. Then, $G$ being a cycle implies $U(t) = 0$ iff $\mu_i(t) = \mu_j(t)$ for any $i, j \in V$, and the consensus result (4.11) follows. Note that the particular value of the converged measure $\mu_\infty$ may depend on the specific realization of the edge selection process. This finishes the convergence proof for case $(i)$.

Now, consider the symmetric PaWBar algorithm in case $(ii)$. Without loss of gener-
Consider any \( \{i, i + 1\} \in E \) is selected at time \( t \). In the following, consider this notation: for any \( a, b \in \{t, t+1\} \) and \( k \geq 1 \), set \( W_2(\mu_{1-k}(a), \mu_1(b)) = 0 \) and \( W_2(\mu_n(a), \mu_{n+k}(b)) = 0 \). Then, setting \( U(t) = \sum_{j \neq i-1,i,i+1}^n W_2(\mu_j(t), \mu_{j+1}(t)) \),

\[
U(t + 1) = W_2(\mu_{i-1}(t), \mu_i(t+1)) + W_2(\mu_{i+1}(t+1), \mu_{i+2}(t)) + U(t) \\
\leq W_2(\mu_{i-1}(t), \mu_i(t)) + W_2(\mu_i(t), \mu_i(t+1)) + W_2(\mu_{i+1}(t+1), \mu_{i+1}(t)) \\
+ W_2(\mu_{i+1}(t), \mu_{i+2}(t)) + U(t) \\
= \frac{1}{2} W_2(\mu_i(t), \mu_{i+1}(t)) + \frac{1}{2} W_2(\mu_i(t), \mu_{i+1}(t)) + \sum_{j=1}^{n} W_2(\mu_j(t), \mu_{j+1}(t)) \\
= U(t),
\]

where we used the triangle inequality and equation (4.23). Then \( U(t + 1) \leq U(t) \) with probability one. Following a similar analysis to case (i), assume the nontrivial case \( U(t) \neq 0 \). If \( W_2(\mu_1(t), \mu_2(t)) \neq 0 \) or \( W_2(\mu_{n-1}(t), \mu_n(t)) \neq 0 \), then it follows from our previous derivation that choosing the edge \( \{1, 2\} \) or \( \{n - 1, n\} \) at time \( t \) implies \( U(t+1) < U(t) \). Now if \( W_2(\mu_1(t), \mu_2(t)) = W_2(\mu_{n-1}(t), \mu_n(t)) = 0 \) (obviously we consider \( n \geq 4 \) since for \( n = 2, 3 \) there is nothing to prove), then, it is easy to prove that we can select a finite sequence of edges, say of some length \( T' \), such that \( W_2(\mu_1(t + T'), \mu_2(t + T')) \neq 0 \) or \( W_2(\mu_{n-1}(t + T'), \mu_n(t + T')) \neq 0 \). After such sequence is selected, we can select \( \{1, 2\} \) or \( \{n - 1, n\} \) so that \( U(t+T' + 1) < U(t+T') \leq U(t) \). Therefore, at any time \( t \), the event “\( U(t+T) < U(t) \) for some finite \( T > 0 \)” has positive probability. Finally, following a similar analysis to case (i), we conclude that \( U(t) \to 0 \) as \( t \to \infty \) with probability one.
and conclude the convergence proof of case (ii).

We now focus on proving equation (4.12). We only consider the directed PaWBar algorithm, since the symmetric case is very similar. If \((i, j) \in E\) is selected at time \(t\), then, from the definition of displacement interpolation, any \(x \in \text{supp}(\mu_i(t + 1))\) can be expressed as a convex combination of one element from \(\text{supp}(\mu_i(t))\) and one from \(\text{supp}(\mu_j(t))\), with their respective coefficients \(a_{ij}\) and \(1 - a_{ij}\). Then,

\[
\text{supp}(\mu_i(t + 1)) \subseteq \{(1 - a_{ij})x_i + a_{ij}x_j \mid x_i \in \text{supp}(\mu_i(t)), x_j \in \text{supp}(\mu_j(t))\}. \tag{4.25}
\]

Now, consider any \(i \in V\). With probability one, there is a time when all the sequence of edges in the unique cycle \(P_{i \rightarrow i}\) has been selected at least \(n\) times (with the order of the selection being arbitrary). After this event happens, say at time \(T\), it is clear that if \((i, j) \in E\) is selected at time \(t \geq T\), then

\[
\text{supp}(\mu_i(t + 1)) \subseteq \left\{\sum_{i=1}^{n} \lambda_i x_i \mid x_i \in \text{supp}(\mu_{i,0}), \lambda_i \geq 0, i \in V, \text{ and } \sum_{i=1}^{n} \lambda_i = 1\right\}. \tag{4.26}
\]

Indeed, equation (4.26) follows from (4.25) and the following property of convex analysis: if \(x\) is a convex combination of numbers \(u_1, \ldots, u_k\) and each \(u_i\) is a convex combination of numbers \(v_{i1}, \ldots, v_{i\ell_i}\), \(i \in \{1, \ldots, k\}\), then \(x\) is a convex combination of the numbers in \(\bigcup_{i=1}^{k} \{v_{i1}, \ldots, v_{i\ell_i}\}\). Finally, since the right hand side of (4.26) is a set independent of time \(t\), we can take the limit \(t \to \infty\) and obtain (4.12).\[\square\]
4.5 The relevance of the PaWBar algorithm in opinion dynamics

In this section we discuss how the directed PaWBar algorithm generalizes a well-known opinion dynamics model with real-valued beliefs to a model with probability distributions as beliefs. Assume the strongly-connected weighted digraph $G = (V, E, A)$ describes a social network, whereby each agent is an individual and the weight $a_{ij} \in (0, 1)$, for each $(i,j) \in E$, indicates how much influence individual $i$ accords to individual $j$. Traditionally in the field of opinion dynamics, the opinion or belief of any $i \in V$ at time $t$ is modeled as a scalar $x_i(t) \in \mathbb{R}$. In the popular asynchronous averaging model (e.g., see [56, 5]) beliefs evolve as follows: if $(i,j) \in E$ is selected at time $t$, then $x_i(t+1) = (1 - a_{ij})x_i(t) + a_{ij}x_j(t)$. Note that the PaWBar algorithm specializes to the asynchronous averaging model (as a consequence of Theorem 4.3.4 or Proposition 4.3.9) when each agent has a degenerate initial distribution with unit mass at a single scalar value.

It is easy to formulate a second generalization of the asynchronous averaging model. Let $\mu_i(t)$ and $\mu_j(t)$ denote the beliefs of individuals $i$ and $j$, assume $(i,j) \in E$ is selected at time $t$, and consider the update $\mu_i(t+1) = (1 - a_{ij})\mu_i(t) + a_{ij}\mu_j(t)$. This second model is a simple (weighted) averaging of the beliefs; we call it the AoB model. To understand the similarities and difference between the PaWBar and AoB models, assume the beliefs of individuals $i$ and $j$ at time $t$ are Gaussian distributions $\mathcal{N}(x_i(t), \sigma)$ and $\mathcal{N}(x_j(t), \sigma)$ with equal variance. Under this assumption, one can see that both models predict that $i$’s mean opinion evolves according to $x_i(t+1) = (1 - a_{ij})x_i(t) + a_{ij}x_j(t)$. However, the
two models differ in the predicted overall belief and, specifically:

\[
Paw\text{Bar model: } \mu_i(t+1) := \mathcal{N}((1-a_{ij})x_i(t) + a_{ij}x_j(t), \sigma), \quad (4.27)
\]

\[
AoB \text{ model: } \mu_i(t+1) := (1-a_{ij})\mathcal{N}(x_i(t), \sigma) + a_{ij}\mathcal{N}(x_j(t), \sigma). \quad (4.28)
\]

In other words, the PawBar model predicts a Gaussian belief and the AoB model predicts a Gaussian mixture belief. Even though both resulting beliefs have the same mean, they overall differ substantially.

Finally, we argue that the PawBar algorithm is preferable over the AoB model for opinion evolution from a cognitive psychology viewpoint. In the case of initial Gaussian beliefs, the PawBar algorithm dictates that i’s belief is simply Gaussian at every time. Thus, as i continues her interactions in the social network, the memory cost associated to her belief at all times is constant: i remembers only two scalars, i.e., the mean opinion and its variance. Instead, if i updates her belief according to the AoB model, then her belief is a Gaussian mixture at every time and i is required to remember a more complicated belief structure. Thus, the AoB model implies that i requires more cognitive power and memory to process the information she gathers from her interactions. The problem with the AoB approach is that arguably individuals tend to simplify beliefs in order to both remember and process thoughts more economically. This simplification of beliefs has attributed humans the metaphor of being cognitive misers in cognitive psychology [68, 134]. Therefore, a model with more economic belief memory requirements, such as our PawBar algorithm, is arguably more adequate.
4.6 Conclusion

We propose the PaWBar algorithm based on stochastic asynchronous pairwise interactions. For specific classes of discrete and absolutely continuous measures, we characterize the computation of both randomized and standard Wasserstein barycenters under arbitrary graphs. For the case of general measures, we prove a consensus result and a necessary condition for the existence of a barycenter, under specific graph structures. We also specialize our algorithm to the Gaussian case and establish a relationship with models of opinion dynamics.

We hope our paper elicits research on efficient numerical solvers for the distributed computation of Wasserstein barycenters based on pairwise computations. Given the plethora of applications for barycenters, we hope our paper elicits interest in the application of distributed randomized barycenters to engineering, economic or scientific domains. Finally, given the importance of Gaussian distributions, we envision theoretical progress in proving the conjecture proposed in our paper.
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Contraction Theory for Dynamical Systems on Hilbert Spaces

5.1 Introduction

Problem statement and motivation. Contraction theory establishes the exponential incremental stability of ordinary differential equations. Its mature development can be traced back to the work by Coppel [48], where linear systems were studied, and to the textbook treatment by Vidyasagar [168]. Later, a reformulation was proposed in the seminal work by Slotine [112]. We refer to [11] for an introduction and a survey of applications on contraction theory, and to [157] for extensions to Riemannian manifolds. Generalizations of the classical contraction theory have been proposed in the literature. The notion of partial contraction, first introduced in [142], studies the exponential convergence of trajectories to invariant subspaces [142 59]. Recently, [89] introduces the concept of semi-contraction, which establishes the exponential incremental semi-stability of trajectories. Contraction theory has also been used for control design [117].

To the best of our knowledge, a general contraction theory on Hilbert and Banach
spaces is missing. The importance of working with systems defined on such general space is, for example, the wide scope of possible applications of systems based on partial differential equations, delayed differential equations, functional differential equations, and integro-differential equations (e.g., see [125, Chapter 9]). The purpose of this note is to concisely present such a theory, with the hope that it will be relevant in both theoretical and applied work. We also provide an application example to illustrate the theory. This work builds a bridge between the abstract theory of differential equations developed in mathematics [53, 99] and the widely-established contraction theory in the field of systems and control.

**Literature review**  To the best of our knowledge, a first approach to contraction theory on general Banach spaces can be traced back to the 1972 book by Ladas & Lakshmikantham [99], in its Lemma 5.4.1 and 5.4.2. However, these results do not parallel much of the richer development of contraction theory in Euclidean spaces (see our Contributions below). Interestingly, the results in [99] seem to be unknown in the literature on contraction theory, which developed decades later. Applications of contraction theory have been proposed to specific classes of partial differential equations [11, 9, 10] and more recently to functional differential equations [131]. Besides these notable exceptions, the study of contraction theory on infinite dimensional systems has not received the same development as the Euclidean case, e.g., no concept of semi- or partially contractive systems on Hilbert spaces exists in the literature either.

In the controls community, the recent works [163, 98] have considered dynamical systems on Banach and Hilbert spaces and their applications to PDEs. Other recent interests in dynamical systems on these abstract spaces include controller design [143], event-triggered control [171], observability studies [71], optimal control [165], and stability characterizations [126].
Contributions  First, we review two little-known results from [99] that establish a generalization of Coppel’s inequality to Banach spaces and that provide some sufficient conditions for contraction using operator measures when the vector fields are continuously differentiable. Then, we prove that every time-invariant contractive system has a unique globally exponentially stable equilibrium point. We also provide a sufficient condition using operator measures for when the norm of a time-invariant system has its vector field exponentially decreasing on trajectories of the system. In the case of time-invariant systems on Hilbert spaces, we introduce a simpler sufficient condition for contraction without the differentiability requirement on the vector field: the integral contractivity condition. Moreover, under the differentiability requirement, we prove for time-invariant systems: (i) that the condition using operator measures presented in [99] can be relaxed and still imply contraction (in particular, it is no longer needed for the Jacobian of the system to be uniformly bounded); (ii) the integral contractivity condition is implied by the one using operator measures.

Second, associated with a surjective linear operator $T$, we introduce the concepts of $T$-seminorms and $T$-operator semi-measures which can be considered as generalization of recently introduced concepts in the study of the classical Euclidean setting [89]. Then, we introduce the concepts of partial and semi-contraction for systems on Hilbert spaces. Using the concepts of seminorms and semi-measures, we provide sufficient conditions for partial contraction for both time-varying and time-invariant systems, and semi-contraction for time-invariant systems. For time-invariant systems, we present a series of novel results. Firstly, we introduce the integral partial contractivity condition, a sufficient condition for partial contraction. Secondly, we introduce the integral semi-contractivity condition, a sufficient condition for semi-contraction. For continuous differentiable vector fields, we prove this condition is implied by another sufficient condition for semi-contraction using operator semi-measures. When there exists an invariant subspace
for the system, our conditions for semi-contraction imply partial contraction. We remark
that, to the best of our knowledge, our characterization of partial and semi-contraction
using integral conditions are new even in the classic Euclidean setting (with the usual
inner product); e.g. as studied in the work [142] and in our previous work [89].

Finally, we present an example of a reaction-diffusion system and use partial contraction
to prove the same result as [16]; moreover, we establish semi-contraction when the
reaction term is linear in the state variable.

Paper organization Section 6.2 has preliminaries and notation. Sections 5.3 and 5.4
contain the main results on Banach and Hilbert spaces. Section 5.5 presents the appli-
cation example and Section 6.7 is the conclusion.

5.2 Preliminaries and notation

5.2.1 Notation, definitions and useful results

A Banach space is a complete normed vector space \((\mathcal{X}, \|\cdot\|)\), where \(\mathcal{X}\) is a vector space
and \(\|\cdot\|\) a norm over \(\mathcal{X}\). A Hilbert space is a pair \((\mathcal{X}, \langle \cdot, \cdot \rangle)\), where \(\mathcal{X}\) is a vector space
and \(\langle \cdot, \cdot \rangle\) is an inner product over \(\mathcal{X}\), such that its induced norm \(\|\cdot\| := \sqrt{\langle \cdot, \cdot \rangle}\) makes
the space a Banach space. In what follows we assume \(\mathcal{X}\) is a vector space over the field
of real numbers.

Let \(B(\mathcal{X})\) be the space of bounded linear operators with domain and codomain \(\mathcal{X}\).
Let 0 be the null element of \(\mathcal{X}\), or the number zero, depending on the context. Let \(I\) be
the identity operator. Given an operator \(A \in B(\mathcal{X})\), \(\|A\| = \max_{x \neq 0} \frac{\|Ax\|}{\|x\|}\) is its associated
operator norm. Given an open set \(\Omega \subseteq \mathcal{X}\), we say a function \(H : \mathcal{X} \to \mathcal{X}\) is continuously
Fréchet differentiable in \(\Omega\) when \(H\) is Fréchet differentiable at each \(x_o \in \Omega\) (i.e., \(DH(x_o)\)
exists) and \(DH : \Omega \to B(\mathcal{X})\) is continuous. Finally, we say a subspace \(V \subset \mathcal{X}\) is invariant
for $A \in \mathcal{X}$ if for any $x \in \mathcal{V}$ then $Ax \in \mathcal{V}$.

Let $I_n$ be the $n \times n$ identity matrix and $0_n \in \mathbb{R}^n$ be the all-zeros column vector with $n$ entries.

The following is a generalization of the definition of matrix measures, e.g., see [99, Definition 5.4.2], also known as the logarithmic norm.

**Definition 5.2.1 (Operator measure)** Let $A \in B(\mathcal{X})$ and define the operator measure of $A$ as:

$$
\mu(A) = \lim_{h \to 0^+} \frac{\|I + hA\| - 1}{h}.
$$

### 5.2.2 Dynamical systems on Banach spaces

Given the Banach space $(\mathcal{X}, \| \cdot \|)$ and the vector field $F : \mathbb{R} \times \mathcal{X} \to \mathcal{X}$, consider the differential equation:

$$
\dot{x} = F(t, x)
$$

(5.1)

with $\frac{dx}{dt} = \dot{x}$. Following closely the setting in [125, Chapter 9], a continuous function $\phi : [t_0, t_0 + c) \to \mathcal{X}$, $c > 0$, is a solution of (5.1) if it is differentiable with respect to $t$ for $t \in [t_0, t_0 + c)$ and if $\phi$ satisfies the equation $\dot{\phi} = F(t, \phi(t))$ for all $t \in [t_0, t_0 + c)$. When the system (5.1) is associated the initial condition $x(t_0) = x_0$, we have an initial value problem or Cauchy problem. In this paper we assume that for any $x_0 \in \mathcal{X}$, there exists at least one solution $\phi(t, t_0, x_0)$ to the initial value problem with $x(t_0) = x_0 = \phi(t_0, t_0, x_0)$ for all $t \geq t_0$, $t_0 \in \mathbb{R}_{\geq 0}$.

We say that a set $\mathcal{U}$ is (positively) invariant for the system (5.1) if $\phi(t', t_0, x_0) \in \mathcal{U}$ at some time $t' \geq t_0$ implies $\phi(t, t_0, x_0) \in \mathcal{U}$ for any $t \geq t'$.

The dynamical system (5.1) is time-invariant whenever the vector field $F$ is time-invariant, i.e., $F$ does not explicitly depend on $t$. If the system (5.1) is time-invariant, it has an equilibrium point $x^*$ if $F(x^*) = 0$. 

140
The system (5.1) has exponential incremental stability if, for any $x_0, y_0 \in X$, the trajectories $\phi(t, t_0, x_0)$ and $\phi(t, t_0, y_0)$ for any $t \geq t_0$ satisfy $\|\phi(t, t_0, x_0) - \phi(t, t_0, y_0)\| \leq e^{-c(t-t_0)} \|x_0 - y_0\|$. A system is contractive with respect to norm $\|\cdot\|$ when $c > 0$, with $c$ known as the contraction rate. In the Euclidean case, a central tool for studying contractivity is the matrix measure $[11]$, i.e., the operator measure taking matrices as arguments.

### 5.3 Contraction on Banach and Hilbert spaces

The following Lemma 5.3.1 was proved in [99, Lemma 5.4.1] and the next Theorem 5.3.2 is an application of [99, Lemma 5.4.2]. These are the only two existing results from the scarce literature on contraction on Banach spaces that we use.

**Lemma 5.3.1 (Coppel’s inequality for Banach spaces [99, Lemma 5.4.1])** Let the linear time-varying dynamical system be

$$\dot{x}(t) = A(t)x(t)$$

on the Banach space $(X, \|\cdot\|)$, with $A(t) \in B(X)$ and $t \mapsto A(t)$ being continuous for every $t \in \mathbb{R}_{\geq 0}$. Suppose that $\phi(t, t_0, x_0)$ is a solution of the Cauchy problem, then

$$\|x_0\| \exp \left(\int_{t_0}^t -\mu(A(\tau))d\tau\right) \leq \|\phi(t, t_0, x_0)\| \leq \|x_0\| \exp \left(\int_{t_0}^t \mu(A(\tau))d\tau\right). \quad (5.2)$$

**Theorem 5.3.2 (Contraction on Banach Spaces. [99, Lemma 5.4.2])** Consider the dynamical system (5.1) on the Banach space $(X, \|\cdot\|)$ with $F(t, \cdot)$ continuously Fréchet differentiable for each $t$ and such that $\|DF(t, u)\| \leq a$ for any $u \in X$, $t \geq 0$, and some

---

1 The result [99, Lemma 5.4.1] does not prove the left inequality in equation (5.2), but this follows immediately from the same proof.
constant $a > 0$. Assume that there exists $c > 0$ such that $\mu(DF(t,x)) \leq -c$ for every $(t,x) \in \mathbb{R}_{\geq 0} \times \mathcal{X}$. Then the system \[5.1\] is contractive, i.e.,

\[
\|\phi(t,t_0,x_0) - \phi(t,t_0,x_0')\| \leq e^{-c(t-t_0)}\|x_0 - x_0'\| \tag{5.3}
\]

for all $t \geq t_0$ and any $x_0,x_0' \in \mathcal{X}$.

**Proof:** First, observe that, for any $u,h \in \mathcal{X}$, $\|DF(t,u)h\| \leq a\|h\|$. Moreover, observe that the differential equation $\dot{r} = ar$ satisfies that if it has a solution $r(t)$ such that $r(t_0) = 0$, then $r(t) = 0$ for any $t \geq t_0$. These two conditions satisfy the hypotheses of \[99\] Theorem 5.3.3, and thus we can use \[99\] Lemma 5.4.2 from which equation \[5.3\] follows.

Beginning now, all of the following results presented in this paper are novel. We present additional properties for contractive systems when the vector field is time-invariant.

**Theorem 5.3.3 (Time-invariant contractive systems)** Consider the dynamical system \[5.1\] on the Banach space $(\mathcal{X},\|\cdot\|)$ with $F$ time-invariant.

(i) If the system is contractive with contraction rate $c$, then there exists a unique globally exponentially stable equilibrium point $x^*$ such that

\[
\|\phi(t,t_0,x_0) - x^*\| \leq e^{-c(t-t_0)}\|x_0 - x^*\|,
\]

for all $t \geq t_0$ and any $x_0 \in \mathcal{X}$.

(ii) If $F$ is continuously Fréchet differentiable and $\mu(DF(x)) \leq -c$ for every $x \in \mathcal{X}$, then $\|F(\phi(t,t_0,x_0))\| \leq e^{-c(t-t_0)}\|F(x_0)\|$, for all $t \geq t_0$ and any $x_0 \in \mathcal{X}$.

**Proof:** We prove statement (i) Recalling that the system is contractive, we have $\|\phi(t,t_0,x_0) - \phi(t,t_0,x_0')\| \leq e^{-c(t-t_0)}\|x_0 - x_0'\|$ for any $t \geq t_0, x_0, x_0' \in \mathcal{X}$. Fix any
Chapter 5

Contraction Theory for Dynamical Systems on Hilbert Spaces

Since $e^{-c(t-t_0)} < 1$, we can use the Banach fixed point theorem to conclude there exists a unique fixed point $x^*$ such that $\phi(t, t_0, x^*) = x^*$, which implies that $x^*$ is either an equilibrium point or is a point which is revisited by the trajectory at time $t$. By contradiction, if we assume the latter, then any point $y^*$ at time $t_0 \leq t' \leq t$ will be revisited at time $t + (t' - t_0)$ (since there is uniqueness of solutions from (5.3) and $F$ is time invariant) and thus $y^*$ is also a fixed point of $\phi(t, t_0, \cdot)$, which violates the uniqueness of $x^*$ as a fixed point. Then, $x^*$ must be the unique equilibrium of $F$. We just proved statement (i).

Finally, to prove statement (ii) observe that using the chain rule on Banach spaces [2, Theorem 2.4.3],

$$\frac{d}{dt} F(\phi(t, 0, x_0)) = DF(\phi(t, t_0, x_0)) \frac{d}{dt} \phi(t, t_0, x_0) = DF(\phi(t, t_0, x_0)) F(\phi(t, t_0, x_0))$$

i.e., $F(\phi(t, t_0, x_0)) \in \mathcal{X}$ satisfies a linear time-varying differential equation on Banach spaces. Now, using Lemma 5.3.1

$$\|F(\phi(t, t_0, x_0))\| \leq \|F(x_0)\| e^{\int_{t_0}^{t} \mu(DF(\phi(\tau, t_0, x_0))) d\tau} \leq e^{-c(t-t_0)} \|F(x_0)\|, \quad (5.4)$$

where we used $\mu(DF(x)) \leq -c$, for every $x \in \mathcal{X}$.

Assume now that $\mathcal{X}$ is also a Hilbert space (over the field of real numbers) equipped with some inner product $\langle \cdot, \cdot \rangle$. Then, a weaker and simpler sufficient condition for contractivity than the one in Theorem 5.3.2 can be obtained if the dynamical system (5.1) is time-invariant.

**Theorem 5.3.4 (Integral contractivity condition)**  Consider the dynamical system (5.1) on the Hilbert space $(\mathcal{X}, \langle \cdot, \cdot \rangle)$ with $F$ time-invariant.
(i) If the following integral contractivity condition holds
\[
\langle x - y, F(x) - F(y) \rangle \leq -c \|x - y\|^2
\] (5.5)
for some $c > 0$ and any $x, y \in \mathcal{X}$, then system (5.1) is contractive.

(ii) If $F$ is continuously Fréchet differentiable, and $\mu(DF(x)) \leq -c$ for any $x \in \mathcal{X}$, then condition (5.5) holds.

Proof: Consider (5.5) and define $e := x - y$. Then, $\dot{e} = F(x) - F(y)$ and we obtain
\[
\langle e, \dot{e} \rangle \leq -c \|e\|^2 \Rightarrow \frac{d\|e\|^2}{dt} = \frac{d\langle e, e \rangle}{dt} = -2c \|e\|^2,
\]
where we used the fact that the inner product is a bilinear function. Solving this differential inequality using the Grönwall’s Lemma, we obtain $\|e(t)\| \leq e^{-c(t-t_0)} \|e(t_0)\|$ for any $t \geq t_0$, establishing that the system is contractive and proving statement (i).

Now, we prove statement (ii) of the theorem. First, let $A \in B(\mathcal{X})$, then
\[
\mu(A) = \lim_{h \to 0^+} \frac{\max_{x, y \neq 0} \frac{|\langle x, (I+hA)y \rangle|}{\|x\|\|y\|} - 1}{h} \geq \lim_{h \to 0^+} \frac{\frac{\langle x, (I+hA)x \rangle}{\langle x, x \rangle} - 1}{h} = \frac{\langle x, Ax \rangle}{\langle x, x \rangle}
\] (5.6)
for any $x \in \mathcal{X}$ and $x \neq 0$; the first equality follows from [130, p. 187]. However, note that $\mu(A)\langle x, x \rangle \geq \langle x, Ax \rangle$ does hold for any $x \in \mathcal{X}$. Now, consider $F$ to be continuously Fréchet differentiable, and consider any $x, y \in \mathcal{X}$. From the fundamental theorem of calculus for Fréchet derivatives [2, Proposition 2.4.7],
\[
F(x) - F(y) = \left( \int_0^1 DF(s_{\lambda}(x, y)) d\lambda \right)(x - y)
\] (5.7)
with $s_{\lambda}(x, y) := x + \lambda(x - y)$, and where the integral is the Riemann integral on Banach
spaces \cite{57} \cite{99} Section 1.3 (\(B(\mathcal{X})\) is a Banach space with the operator norm). Then, \(\langle x - y, F(x) - F(y) \rangle = \langle x - y, \int_0^1 DF(s_\lambda(x,y))d\lambda(x - y) \rangle\), and using (5.6),

\[
\langle x - y, F(x) - F(y) \rangle \\
\leq \mu \left( \int_0^1 DF(s_\lambda(x,y))d\lambda \right) \| x - y \|^2 \\
\leq \int_0^1 \mu (DF(s_\lambda(x,y))) d\lambda \| x - y \|^2 \leq -c \| x - y \|^2 .
\]

We now justify the second inequality above. Let \(S_n\) be the \(n\)th partial sum of a Riemann integral \(I\), and set \(q_n(h) = \frac{\| I + hS_n \|}{h} - 1\). Observe that (i) \(\lim_{h \to 0^+} q_n(h) = \mu(S_n)\) for each \(n\); (ii) \(\lim_{n \to \infty} q_n(h) = \frac{\| I + hI \|}{h} - 1\) uniformly over \(h\). Then, the Moore-Osgood Theorem implies \(\lim_{n \to \infty} \mu(S_n) = \mu(I)\). This and the sub-additive property of operator measures \cite{99} Problem 5.4.1 prove the second inequality above.

**Remark 5.3.5 (On the integral contractivity condition)**

(i) The integral contractivity condition does not require the vector field \(F\) to be Fréchet differentiable.

(ii) When \(F\) is continuously Fréchet differentiable, the Jacobian is no longer required to be uniformly bounded as in Theorem 5.3.2 (which follows from \cite{99} Lemma 5.4.2). Then, for time-invariant systems, statement (ii) of Theorem 5.3.4 provides a more relaxed condition for contraction using operator measures.

(iii) The integral contractivity condition generalizes a known sufficient condition of contractivity (e.g., \cite{44} Lemma 2.1) that has been established in the Euclidean space and is related to the so-called QUAD condition for dynamical systems \cite{58,141}.

**Remark 5.3.6 (Uniqueness of solutions)** For any system satisfying the assumptions of Theorem 5.3.2 or Theorem 5.3.4, the existence of a solution implies its uniqueness.
5.4 Semi- and partial contraction on Hilbert spaces

In this section, let \((\mathcal{X}, \langle \cdot, \cdot \rangle_\mathcal{X})\) and \((\mathcal{Y}, \langle \cdot, \cdot \rangle_\mathcal{Y})\) be Hilbert spaces and let \(T : \mathcal{X} \to \mathcal{Y}\) be linear, surjective and bounded\(^2\). A classic example is \(\mathcal{X} = \mathbb{R}^n, \mathcal{Y} = \mathbb{R}^m\) with \(m \leq n\), and \(T \in \mathbb{R}^{m \times n}\) being a full rank matrix.

Define the bilinear function \(\langle \langle \cdot, \cdot \rangle \rangle_T : \mathcal{X} \times \mathcal{X} \to \mathbb{R}\) by \(\langle \langle x_1, x_2 \rangle \rangle_T = \langle Tx_1, Tx_2 \rangle_\mathcal{Y}\), and define the seminorm \(\|x_1\|_T := \sqrt{\langle \langle x_1, x_1 \rangle \rangle_T}\). Let \(T^\dagger\) be the Moore-Penrose (generalized) inverse of \(T\), which is a well-defined operator since \(T\) is surjective (and trivially has closed range) \([172, \text{Corollary 11.1.1}]\).

**Definition 5.4.1 (Partial and semi-contraction)** The system \((5.1)\) is

(i) partially contractive with respect to \(\|\cdot\|_T\) if there exists \(c > 0\) such that, for any \(x_0 \in \mathcal{X}\) and \(t \geq t_0\),

\[
\|\phi(t, t_0, x_0)\|_T \leq e^{-c(t-t_0)} \|x_0\|_T; \tag{5.8}
\]

(ii) semi-contractive with respect to \(\|\cdot\|_T\) if there exists \(c > 0\) such that, for any \(x_0, y_0 \in \mathcal{X}\) and \(t \geq t_0\),

\[
\|\phi(t, t_0, x_0) - \phi(t, t_0, y_0)\|_T \leq e^{-c(t-t_0)} \|x_0 - y_0\|_T. \tag{5.9}
\]

We remark that the concept of partial and semi-contraction have not been formalized before on Hilbert spaces. Indeed, in the Euclidean space (with the usual inner product), our formalization becomes the classic cases studied in \([89]\) and \([142]\) respectively, where \(T\) becomes an \(n \times m\), \(n < m\), full-row rank matrix.

We introduce the following useful concepts.

\(^2\)In this case, the operator norm of \(T\) is \(\|T\| = \sup_{x \in \mathcal{X} \setminus \{0\}} \frac{\|Tx\|_\mathcal{Y}}{\|x\|_\mathcal{X}}\).
Definition 5.4.2 ($T$-seminorms and $T$-operator semi-measures) Consider a linear, surjective, bounded operator $T : \mathcal{X} \to \mathcal{Y}$ and let $A \in B(\mathcal{X})$. The associated $T$-seminorm of $A$ as

$$
\|A\|_T = \max_{\substack{x \in \ker(T) \perp \mathcal{X}, \|x\|_T \neq 0}} \frac{\|Ax\|_T}{\|x\|_T}
$$

and the $T$-operator semi-measure of $A$ as

$$
\mu_T(A) = \lim_{h \to 0^+} \frac{\|I + hA\|_T - 1}{h}.
$$

The definition of $T$-operator semi-measure is well-posed, since $\|\cdot\|_T$ (with the argument in $B(\mathcal{X})$) is a seminorm, and one can easily follow the steps in [57, Example 7.7.] to show the existence of directional derivatives.

Theorem 5.4.1 (Partial contraction on Hilbert spaces) Let $(\mathcal{X}, \langle \cdot, \cdot \rangle_X)$ and $(\mathcal{Y}, \langle \cdot, \cdot \rangle_Y)$ be Hilbert spaces and $T : \mathcal{X} \to \mathcal{Y}$ be linear, surjective and bounded. Consider the dynamical system (5.1) on $(\mathcal{X}, \langle \cdot, \cdot \rangle_X)$ with $F(t, \cdot)$ continuously Fréchet differentiable for each $t$ and such that $\|TF(t,u)T^\dagger\| \leq a$ for any $u \in \mathcal{X}$, $t \geq 0$, and some constant $a > 0$. Assume that

(i) there exists $c > 0$ such that $\mu_T(DF(t,x)) = \mu(TDF(t,x)T^\dagger) \leq -c$ for every $(t, x) \in \mathbb{R}_{\geq 0} \times \mathcal{X}$ (with the operator measure $\mu$ associated to $\|\cdot\|_Y$),

(ii) the subspace $\ker(T)$ is positively invariant.

Then the system (5.1) is partially contractive with respect $\|\cdot\|_T$. 

Proof: We first observe that

\[
\|A\|_\mathcal{T} = \max_{\substack{x \in \ker(\mathcal{T}) \perp x \in \mathcal{X}, x \neq 0}} \frac{\|\mathcal{T}A^\dagger \mathcal{T}x\|_\mathcal{X}}{\|\mathcal{T}x\|_\mathcal{X}}
\]

(5.10)

where the first equality follows from the fact that $\mathcal{T}^\dagger \mathcal{T}$ is a projection operator on $\ker(\mathcal{T}) \perp$ [85, Theorem 3.5.8]. Then, using the fact that $\mathcal{T}\mathcal{T}^\dagger = I$, which follows from $\mathcal{T}$ being surjective [172, Definition 11.1.3], it follows that

\[
\mu_\mathcal{T}(A) = \lim_{h \to 0^+} \frac{\|\mathcal{T}(I + hA)\mathcal{T}^\dagger\|_\mathcal{Y} - 1}{h}
\]

(5.11)

Now, set $y = \mathcal{T}x$, with $x$ being the state of the system, and since $x$ is (Fréchet) differentiable with respect to time, by the chain rule, $y$ is differentiable with respect to time and

\[
\dot{y} = \mathcal{T} \dot{x} = \mathcal{T} F(t,x).
\]

Now, since $\mathcal{T}$ is a bounded linear operator, $\ker(\mathcal{T})$ is a closed linear subspace of $\mathcal{X}$, and so, we have the following decomposition $\mathcal{X} = \ker(\mathcal{T}) \oplus \ker(\mathcal{T}) \perp$ [114, Theorem 1, Section 3.4]. Set $U := I - \mathcal{T}^\dagger \mathcal{T}$. Then, for any trajectory $t \mapsto x(t)$, we have

\[
x(t) = \mathcal{T}^\dagger \mathcal{T} x(t) + U x(t) = \mathcal{T}^\dagger y(t) + U x(t),
\]

with $\mathcal{T}^\dagger y(t) \in \ker(\mathcal{T}) \perp$ and $U x(t) \in \ker(\mathcal{T})$.

Then,

\[
\dot{y} = \mathcal{T} F(t, \mathcal{T}^\dagger y + U x(t))
\]

(5.12)

is a time-varying dynamical system on the Hilbert space $(\mathcal{Y}, \langle \cdot, \cdot \rangle_\mathcal{Y})$, and so the Fréchet derivative, using the chain rule, of the right-hand side of (5.12) (with respect to $y$) is $\mathcal{T}DF(t, \mathcal{T}^\dagger y + U x(t))\mathcal{T}^\dagger$. Then, from (5.11), it easily follows from Theorem 5.3.2 that: if $\mu(\mathcal{T}DF(t,x)\mathcal{T}^\dagger) \leq -c$ as in the theorem statement and assumption (A1), then the dynamical system (5.12) is contracting with respect to the norm $\|\cdot\|_\mathcal{Y}$. Now, we make the
following observation: let us consider a solution with initial condition \( x_0 \in \ker(T) \) at time \( t_0 \), then, \( \phi(t, t_0, x_0) \in \ker(T) \) and so \( T\phi(t, t_0, x_0) = 0 \) for any \( t \geq t_0 \) (by assumption (A2)). Differentiating, we obtain \( TF(t, \phi(t, t_0, x_0)) = 0 \), which let us conclude that if \( u \in \ker(T) \), then \( TF(t, u) = 0 \). In conclusion, there are two solutions known for the system (5.12): \( y = 0 \) (because if \( y = 0 \), then \( \dot{y} = TF(t, Ux) = 0 \) follows from \( Ux \in \ker(T) \) as we just showed) and \( t \mapsto y(t) = Tx(t) \), and these two solutions should exponentially converge to each other due to contraction. Then, equation (5.8) follows from \( \|y\|_Y = \|Tx\|_X = \|x\|_T \).

\[ \tag{5.13} \]

\textbf{Theorem 5.4.2 (Integral partial contractivity condition)} Consider the dynamical system (5.1) on the Hilbert space \((X, \langle \cdot, \cdot \rangle_X)\) with \( F \) time-invariant, and the linear, surjective, bounded operator \( T : X \to Y \). If the following integral partial contractivity condition holds

\[ \langle \langle x, F(x) \rangle \rangle_T \leq -c \|x\|_T^2 \]

for some \( c > 0 \) and any \( x \in X \), then the system is partially contractive with respect to \( \|\cdot\|_T \), and, as a consequence, \( \ker(T) \) is a positively invariant subspace.

\textbf{Proof:} The proof is very similar to the first part of Theorem 5.4.3 for proving its respective integral condition, and thus is omitted.

We now introduce the counterpart of Theorem 5.3.4 for semi-contracting systems.

\textbf{Theorem 5.4.3 (Integral semi-contractivity condition)} Consider the dynamical system (5.1) on the Hilbert space \((X, \langle \cdot, \cdot \rangle_X)\) with \( F \) time-invariant, and the linear, surjective, bounded operator \( T : X \to Y \).

(i) If the following integral semi-contractivity condition holds

\[ \langle \langle x - y, F(x) - F(y) \rangle \rangle_T \leq -c \|x - y\|_T^2 \]

for some \( c > 0 \) and any \( x, y \in X \), then the system is semi-contractive with respect to \( \|\cdot\|_T \), and, as a consequence, \( \ker(T) \) is a positively invariant subspace.
for some $c > 0$ and any $x, y \in X$, then the system (5.1) is semi-contractive with respect to $\|\cdot\|_T$.

(ii) If $F$ is continuously Fréchet differentiable, $\mu(TDF(x)T^\dagger) \leq -c$, and $\ker(T)$ is an invariant subspace for $DF(x)$, for every $x \in X$, then condition (5.14) holds.

Proof: First, consider the inequality (5.14) and define $e := x - y$ and follow the same procedure as in the proof of Theorem 5.3.4 to show that $\|e(t)\|_T \leq e^{-c(t-t_0)}\|e(t_0)\|_T$ for any $t \geq t_0$, thus establishing the system is semi-contractive and proving statement (i).

Now, we prove statement (ii) of the theorem. Consider $F$ to be continuously Fréchet differentiable, and consider any $x, y \in X$. Then, using the fundamental theorem of calculus for Fréchet derivatives [2, Proposition 2.4.7], we obtain, $F(x) - F(y) = B(x, y)(x - y)$ with $B(x, y) := \int_0^1 DF(y + \lambda(x - y))d\lambda$.

Then,

$$
\langle T(x - y), T(F(x) - F(y)) \rangle_Y = \langle T(x - y), TB(x, y)(I - T^\dagger T + T^\dagger T)(x - y) \rangle_Y
= \langle T(x - y), TB(x, y)T^\dagger T(x - y) \rangle_Y
\leq \mu(TB(x, y)T^\dagger)\langle T(x - y), T(x - y) \rangle_Y
= \mu(TB(x, y)T^\dagger)\|x - y\|_T^2.
$$

(5.15)

We now justify the second equality in (5.15). First, the invariance assumption implies that $DF(u)v \in \ker(T)$ for any $v \in \ker(T)$ and $u \in X$, and so: $TB(x, y)v = T\int_0^1 DF(y + \lambda(x - y))d\lambda v = \int_0^1 TDF(y + \lambda(x - y))vd\lambda = 0$. Then, we use this to obtain the second equality: $(I - T^\dagger T)(x - y) \in \ker(T)$, and so $B(x, y)(I - T^\dagger T)(x - y) \in \ker(T)$ and so $TB(x, y)(I - T^\dagger T)(x - y) = 0$. 
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Now, observe that

\[
\begin{align*}
\mu(TB(x, y)T^\dagger) &= \mu\left(\int_0^1 TDF(y + \lambda(x-y)T^\dagger)d\lambda\right) \\
&\leq \int_0^1 \mu(TDF(y + \lambda(x-y)T^\dagger))d\lambda \leq -c,
\end{align*}
\]

where the first inequality is justified in the same way as in the last part of the proof of Theorem 5.3.4. Then, using this relationship in (5.15), we obtain \( \langle T(x - y), T(F(x) - F(y)) \rangle_Y \leq -c \|x - y\|^2_T \), which is condition (5.14).

**Remark 5.4.4 (About partial and semi-contraction)**

(i) The integral semi- and partial contractivity conditions do not require \( F \) to be continuously Fréchet differentiable.

(ii) If \( \ker(T) \) is positively invariant for the system, then the integral condition in Theorem 5.4.3 implies partial contractivity.

(iii) For continuous differentiable vector fields on Euclidean spaces, the semi-contraction condition in Theorem 5.4.3 was first introduced in [89].

### 5.5 Application to reaction-diffusion systems

Reaction-diffusion PDEs have a long history of study due to their importance in chemistry and biology [129]. Of particular interest are conditions under which the system does not present the phenomenon of pattern formation, which occurs from diffusion-driven instabilities [16]. Particular instances of these systems have been studied using analysis related to contraction [9, 10, 11].

Consider a bounded and convex domain \( \Omega \subset \mathbb{R}^m \) with smooth boundary \( \partial \Omega \). For any function \( h : \mathbb{R}^m \to \mathbb{R}^n \), define the vector Laplacian operator \( \nabla^2 \) by
\( \nabla^2 h = (\nabla^2 h_1, \ldots, \nabla^2 h_n)^\top \) and \( (\nabla^2 h(x))_i = \sum_{j=1}^{n} \frac{\partial^2 h_i(x)}{\partial x_j^2} \). Let \( L^2(\Omega) \) be the space of squared-integrable functions \( h : \Omega \subset \mathbb{R}^m \rightarrow \mathbb{R}^n \) with \( \int_{\Omega} h_i^2 dx < \infty \), \( i \in \{1, \ldots, n\} \), endowed with inner product \( \langle u, v \rangle = \int_{\Omega} u^\top v dx \) for any \( u, v \in L^2(\Omega) \) and induced norm \( \| u \| = \sqrt{\langle u, u \rangle} \). It is known that \( (L^2(\Omega), \langle \cdot, \cdot \rangle) \) is a Hilbert space.

Given a continuously differentiable reaction function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and a nonnegative matrix of diffusion rates \( \Gamma \in \mathbb{R}^{n \times n} \), the reaction-diffusion system with Neumann boundary conditions is

\[
\frac{\partial u}{\partial t} = f(u) + \Gamma \nabla^2 u \\
\nabla u_i(x) \cdot \hat{n}(x) = 0 \text{ for all } x \in \partial \Omega, i \in \{1, \ldots, n\},
\]

for \( u \in L^2(\Omega) \) and \( (t, x) \in \mathbb{R}_{\geq 0} \times \Omega \). We refer to [16] and references therein for the system’s well-posedness and existence of classical solutions \( u = u(x, t) \) such that \( u(t, \cdot) \) is twice continuously differentiable for each fixed \( t \in \mathbb{R}_{\geq 0} \), and that \( t \mapsto u(t, \cdot) \) is a twice continuously differentiable function on \( \Omega \). We assume that classical solutions exist.

A Neumann eigenvalue \( \lambda \in \mathbb{R} \) for the Laplacian operator \( \nabla^2 \) on \( \Omega \) is defined by

\[
-\nabla^2 u = \lambda u \\
\nabla u_i(x) \cdot \hat{n}(x) = 0 \text{ for all } x \in \partial \Omega, i \in \{1, \ldots, n\}.
\]

The set of Neumann eigenvalues of the Laplacian operator consists of countably many nonnegative values with no finite accumulation point [79, Section 7.1]. For our \( \Omega \), the eigenspace associated with the lowest eigenvalue \( \lambda = 0 \) is

\[
S = \{ h \in L^2(\Omega) | h(x) = c \text{ for all } x \in \Omega \}
\]

and some constant vector \( c \).

The volume of \( \Omega \) is \( |\Omega| = \int_{\Omega} dx \) and the spatial average of \( h \in L^2(\Omega) \) over \( \Omega \) is \( \overline{h} = \).
\[ \frac{1}{|\Omega|} \int_{\Omega} h(x) dx \in \mathbb{R}^n. \]

Define the operator \( \Pi_S : L^2(\Omega) \to S^\perp \) by \[
\Pi_S(u) = u - \bar{u}. \quad (5.18)
\]

One can easily check that \( \Pi_S \) is the orthogonal projection onto \( S^\perp \). Since \( \Pi_S \) is surjective, i.e., \( \text{im}(\Pi_S) = S^\perp \), it follows from the definition of the Moore-Penrose pseudoinverse and its uniqueness that \( \Pi_S^\dagger : S^\perp \to L^2(\Omega) \) is given by \( \Pi_S^\dagger(u) = u \).

Given a matrix \( A \in \mathbb{R}^{n \times n} \), the matrix measure associated to the standard Euclidean 2-norm, \( \mu_2(A) \), has the following property [11]: \[
\mu_2(A) \leq c \text{ if and only if } A + A^T \preceq cI_n, \quad \text{i.e., } cI_n - \frac{A + A^T}{2} \text{ is positive semi-definite.}
\]

**Theorem 5.5.1 (Partial and semi-contraction of reaction-diffusion systems)** Let the reaction-diffusion system (5.16) with the standard assumptions on \( f, \Gamma \), and over a bounded and convex set domain \( \Omega \subset \mathbb{R}^m \). Suppose that there exists a positive definite matrix \( P \in \mathbb{R}^{n \times n} \) such that \( \mu_2(P \Gamma) \geq 0 \) and \( \mu_2(P(Df(x) - \lambda_2 \Gamma)) \leq -c \) for all \( x \in \Omega \) and some constant \( c > 0 \). Define \( u \mapsto \|u\|_{\Pi_S, P^{1/2}} := \|\Pi_S(P^{1/2}u)\| \) with the set \( S \) as in (5.17), and let \( \lambda_{\text{max}}(P) \) be the largest eigenvalue of \( P \). Then,

(i) system (5.16) is partially contractive with respect to \( \|\cdot\|_{\Pi_S, P^{1/2}} \), that is, for every solution \( u : \mathbb{R}_{\geq 0} \times \Omega \to \mathbb{R}^n \),

\[
\|u(t, \cdot)\|_{\Pi_S, P^{1/2}} \leq e^{-\lambda_{\text{max}}(P) t} \|u(0, \cdot)\|_{\Pi_S, P^{1/2}},
\]

(ii) \( \ker(\Pi_S) = S \) is an invariant subspace and all trajectories exponentially converge to it; and

(iii) if additionally \( f(u) = Au, \ A \in \mathbb{R}^{n \times n} \), then (5.16) is semi-contraction with respect
to \(\|\cdot\|_{\Pi_{S, P^{1/2}}}\), that is, for every solution \(u, v : \mathbb{R}_{\geq 0} \times \Omega \to \mathbb{R}^n\),

\[
\|u(t, \cdot) - v(t, \cdot)\|_{\Pi_{S, P^{1/2}}} \leq e^{-\frac{c}{\lambda_{\text{max}}(P)}} \|u(0, \cdot) - v(0, \cdot)\|_{\Pi_{S, P^{1/2}}},
\]

**Proof:** Note that the reaction-diffusion system we are analyzing can be written as \(\frac{\partial u}{\partial t} = F(u)\) where \(F : \mathcal{L}^2(\Omega) \to \mathcal{L}^2(\Omega)\) is defined by \(F(u) := f(u) + \Gamma \nabla^2 u\). Let \(\langle \cdot, \cdot \rangle_{\Pi_{S, P^{1/2}}} := \langle \Pi_S(P^{1/2} \cdot), \Pi_S(P^{1/2} \cdot) \rangle\).

We start by proving statement \((1)\). Consider any \(u \in \mathcal{L}^2(\Omega)\), and set \(\tilde{u} = u - \bar{u}\), so that \(\tilde{u} \in \mathcal{S}^\perp\). Then,

\[
\langle u, F(u) \rangle_{\Pi_{S, P^{1/2}}} = \langle u, f(u) \rangle_{\Pi_{S, P^{1/2}}} + \langle u, \Gamma \nabla^2(u) \rangle_{\Pi_{S, P^{1/2}}} \tag{5.19}
\]

First, from the first term in the right-hand side of (5.19),

\[
\langle u, f(u) \rangle_{\Pi_{S, P^{1/2}}} = \langle \Pi_S(P^{1/2}(u)), \Pi_S(P^{1/2}(f(u))) \rangle \\
= \int_{\Omega} \tilde{u}^\top P(f(u) - f(\bar{u}))d\lambda \\
= \int_0^1 \int_{\Omega} \tilde{u}^\top P Df(s(\lambda))\tilde{u}d\lambda d\lambda, \tag{5.20}
\]

where for the second equality we repeatedly used \(\int_{\Omega} \tilde{u}^\top ad\lambda = 0\) for any constant vector \(a \in \mathbb{R}^n\) in \(\Omega\), and, since \(\Omega\) is convex, the mean-value theorem: \(f(u) - f(\bar{u}) = \int_0^1 Df(s(\lambda))\tilde{u}d\lambda\) with \(s(\lambda) = u + \lambda(\bar{u} - u)\) for the last inequality. Now, from the second term in the right-hand side of (5.19),

\[
\langle u, \Gamma \nabla^2(u) \rangle_{\Pi_{S, P^{1/2}}} = \int_{\Omega} \tilde{u}^\top P \Gamma \nabla^2 \tilde{u}d\lambda, \tag{5.21}
\]

where we used \(\Pi_S(\nabla^2 u) = \nabla^2 u - \frac{1}{|\Omega|} \int_{\Omega} \nabla^2 u d\lambda = \nabla^2 \tilde{u}\), since \(\int_{\Omega} \nabla^2 u d\lambda = \int_{\partial \Omega} \nabla u_i \cdot \hat{n}dS = 0\) (from the divergence theorem and the boundary condition in (5.16)). Note that, for
every \( i \in \{1, \ldots, n\} \), we have \( \nabla^2 \tilde{u}_i(x) = \nabla \cdot (\nabla \tilde{u}_i(x)) \). Now, by the product rule, we have that for every \( i \in \{1, \ldots, n\} \),
\[
\nabla \cdot (\sum_{j=1}^n \tilde{u}_i(P\Gamma)_{ij} \nabla \tilde{u}_j) = \sum_{j=1}^n \tilde{u}_i(P\Gamma)_{ij} \nabla^2 \tilde{u}_j + \sum_{j=1}^n (\nabla \tilde{u}_i)\top (P\Gamma)_{ij} \nabla \tilde{u}_j.
\]

Now, by the divergence theorem, we obtain for every \( i \in \{1, \ldots, n\} \),
\[
\int_{\Omega} \nabla \cdot (\sum_{j=1}^n \tilde{u}_i(P\Gamma)_{ij} \nabla \tilde{u}_j) \, dx = \int_{\partial \Omega} (\sum_{j=1}^n \tilde{u}_i(P\Gamma)_{ij} \nabla \tilde{u}_j \cdot \hat{n}) \, dS = 0
\]
where the last equality follows from the boundary condition in (5.16). Then, from the identity
\[
\tilde{u} \top P\Gamma \nabla^2 \tilde{u} = \sum_{i=1}^n \sum_{j=1}^n \tilde{u}_i(P\Gamma)_{ij} \nabla^2 \tilde{u}_j
\]
we get
\[
\int_{\Omega} \tilde{u} \top P\Gamma \nabla^2 \tilde{u} \, dx = -\int_{\Omega} \sum_{i=1}^n \sum_{j=1}^n (\nabla \tilde{u}_i)\top (P\Gamma)_{ij} \nabla \tilde{u}_j \, dx.
\]

Moreover, one can check that
\[
\sum_{i=1}^n \sum_{j=1}^n (\nabla \tilde{u}_i)\top (P\Gamma)_{ij} \nabla \tilde{u}_j = \sum_{k=1}^n \left( \frac{\partial \tilde{u}}{\partial x_k} \right)\top (P\Gamma) \frac{\partial \tilde{u}}{\partial x_k}.
\]

Since \( \mu_2(P\Gamma) \geq 0 \), there exists a positive semi-definite matrix \( Q \in \mathbb{R}^{n \times n} \) such that
\[
Q \top Q = \frac{1}{2} (P\Gamma + \Gamma\top P\top).
\]
This implies that
\[
\sum_{k=1}^n \left( \frac{\partial \tilde{u}}{\partial x_k} \right)\top P\Gamma \frac{\partial \tilde{u}}{\partial x_k} = \sum_{k=1}^n \left( \frac{\partial \tilde{u}}{\partial x_k} \right)\top Q \frac{\partial \tilde{u}}{\partial x_k} = \sum_{k=1}^n (\nabla ((Q \tilde{u})_i))\top \nabla ((Q \tilde{u})_i).
\]

Combining all of these results, we finally obtain
\[
\int_{\Omega} \tilde{u} \top P\Gamma \nabla^2 \tilde{u} \, dx = -\sum_{i=1}^n \| \nabla (Q \tilde{u})_i \|^2.
\]

Now, since \( \int_{\Omega} Q \tilde{u} \, dx = Q \int_{\Omega} \tilde{u} \, dx = 0 \), we can use the Poincaré inequality on simply connected domains [79, Section 1.3] (since our domain is convex), and obtain
\[
\| \nabla (Q \tilde{u})_i \|^2 \geq \lambda_2 \| (Q \tilde{u})_i \|^2.
\]

As a result, we get
\[
\int_{\Omega} \tilde{u} \top P\Gamma \nabla^2 \tilde{u} \, dx \leq -\lambda_2 \sum_{i=1}^n \| (Q \tilde{u})_i \|^2 = \int_{\Omega} \tilde{u} \top (-\lambda_2 P\Gamma) \tilde{u} \, dx.
\]

Replacing this result in (5.21), and then replacing the resulting expression with the one
in (5.20) back in (5.19):

\[ \langle u, F(u) \rangle_{\Pi S, P^{1/2}} = \int_0^1 \int_\Omega \tilde{u}^T P \left( Df(s(\lambda)) - \lambda_2 \Gamma \right) \tilde{u} dx d\lambda \]

\[ \leq -c \int_0^1 \int_\Omega \tilde{u}^T \tilde{u} dx d\lambda \leq -\frac{c}{\lambda_{\max}(P)} \| P^{1/2} \tilde{u} \| \]

\[ = -\frac{c}{\lambda_{\max}(P)} \| \tilde{u} \|_{\Pi S, P^{1/2}} = -\frac{c}{\lambda_{\max}(P)} \| u \|_{\Pi S, P^{1/2}} \]

where the inequality comes from the assumption \( \mu_2(P(Df(x) - \lambda_2 \Gamma)) \leq -c \) for any \( x \in \Omega \).

This expression has the form of the integral partial contractivity condition. Although the set of classical solutions endowed with \( \langle \cdot, \cdot \rangle \) is not a Hilbert space, we follow the proof of Theorem 5.4.2 using the Leibniz rule to differentiate the inner product and obtain partial contraction as in statement (i). Statement (ii) follows by noting that \( \| u \|_{\Pi S, P^{1/2}} = 0 \Rightarrow P^{1/2} u \in \ker(\Pi S) \Rightarrow P^{1/2} u \in S \Rightarrow u \in S \). Finally, statement (iii) is proved in a similar way to statement (i) using the difference of any two solutions as a new state variable.

\[ \square \]

Remark 5.5.2 Statements (i) and (ii) of Theorem 5.5.1 are essentially the same result as [16, Theorem 1]; however, these statements and statement (iii) are now consequences of a general contraction theory.

5.6 Conclusion

This paper presents a general contraction theory for dynamical systems on Hilbert spaces. We provide sufficient conditions for contraction, semi-contraction and partial contraction based on operator measures or operator semi-measures, and on the differentiability of the vector field. Moreover, when the system is time-invariant, we present weaker conditions that do not require differentiability. Finally, we present an example of
reaction-diffusion systems.

Our work brings the machinery of contraction theory, so far mainly applied to ODEs, to other possible application domains related to a variety of systems that can be expressed as dynamical systems on functional spaces.
Chapter 6

Distributed and time-varying primal-dual dynamics via contraction analysis

6.1 Introduction

Problem statement and motivation. Primal-dual (PD) dynamics are dynamical systems that solve constrained optimization problems. Their study can be traced back to many decades ago [18] and has regained interest since the last decade [66]. PD dynamics have been made popular due to their scalability and simplicity. They have been widely adopted in engineering applications such as resource allocation problems in power networks [158], frequency control in micro-grids [116], solvers for linear equations [174], etc. In this note, we study optimization problems with linear equality constraints. In general, PD dynamics seek to find a saddle point of the associated Lagrangian function to the constrained problem, which is characterized by the equilibria of the dynamics. For a general treatise of asymptotic stability of saddle points, we refer to [42] and refer-
ences therein. However, despite the long history of study and application, there are very recent studies on PD dynamics related to linear equality constraints further studying different dynamic properties such as: exponential convergence under different convexity assumptions [145, 40] and contractivity properties [132].

We are particularly interested in studying primal-dual dynamics in distributed and time-varying optimization problems. We refer to the recent survey [176] for an overview of the long-standing interest on distributed optimization. Of particular interest is to provide strong convergence guarantees such as global (and exponential) convergence for the distributed solvers. We aim to provide them using contraction theory. Time-varying optimization has found applications in system identification, signal detection, robotics, traffic management, etc. [65, 160]. The goal is to employ a dynamical system able to track the time-varying optimal solution up to some bounded error in real time. Although different dynamics have been proposed to both time-varying centralized [65] and distributed problems [160, 148], to the best of our knowledge, there has not been a characterization of the PD dynamics in such application contexts. The importance of PD algorithms is their simplicity of implementation, i.e., they do not require more complex information structures like the inverse of the Hessian of the system at all times, as in [65] and [148] for the centralized and distributed cases respectively. However, simplicity may come with a possible trade-off in the tracking error.

Contraction is valuable in practice because it introduces strong stability and robustness guarantees. For example, it implies input-to-state stability for systems subject to state-independent disturbances. It also guarantees fast correction after transient perturbations to the trajectory of the solution, since initial conditions are forgotten. Moreover, a contractive system may be robust towards structural perturbations on the vector field, e.g., when a non-convex term is added to the objective function. Finally, contraction guarantees stable numerical discretizations with geometric convergence rates, an ideal
situation for practical implementations. All these properties are transparent to whether the system is time-varying or not. All of this motivates a contraction analysis of PD algorithms in contrast to the prevalent Lyapunov or invariance analysis in the literature.

**Literature review** The recent works [145, 132, 40] study convergence properties of PD dynamics under different assumptions on the objective function. In distributed optimization, solvers based on PD dynamics are fairly recent, e.g., [173, 49, 176]. An application of distributed optimization of current interest - as seen in the recent survey [174] - is the distributed least-squares problem for solving an over-determined system of linear equations. To the best of our knowledge, solvers for this problem (in continuous-time) with exponential global convergence are still missing in the literature.

Finally, this paper is related to contraction theory, a mathematical tool to analyze incremental stability [112, 168]. An introduction and survey can be found in [11]. A variant of contraction theory, partial contraction [142, 59], analyzes the convergence to linear subspaces and has been used in the synchronization analysis of diffusively-coupled network systems [142, 12]; however, its application to distributed algorithms is still missing, and our paper provides such contribution.

**Contributions** In this paper we consider the PD dynamics associated to optimization problems with a twice differentiable and strongly convex objective function and linear equality constraints. We use contraction theory to perform an overarching study of PD dynamics in a variety of implementations and applications. In particular:

(i) We introduce new theoretical results of how weak and partial contraction can imply exponential convergence to a point in a subspace of equilibria.

(ii) For the standard and distributed PD dynamics, we prove: 1) convergence under weak contraction when the objective function is convex; 2) contraction for the standard
problem and partial contraction for the distributed one in the strongly convex case, with closed-form exponential global convergence rates. The analysis in result 1) is novel, since it uses the new results introduced in (i). Compared to the work [132] that also shows contraction for the standard PD, our proof method provides an explicit closed-form expression of the system’s contraction rate. Our exponential convergence rate is different from the one by [145] via Lyapunov analysis, and both rates cannot be compared without extra assumptions on the numerical relationships among various parameters associated to the objective function or constraints. Moreover, we propose using the augmented Langrangian in order to achieve contraction when the objective function is only convex. In the case of distributed optimization, there exist other solvers that show exponential convergence, e.g., as in [96, 105], but none of these have contractivity.

(iii) We propose a new solver for the distributed least-squares problem based on PD dynamics, and use our results in (ii) to prove its convergence. Compared to the recent work [110], our new model exhibits global convergence; and compared to the recent work [111], ours exhibits exponential convergence and has a simpler structure.

(iv) We characterize the performance of PD dynamics associated to time-varying versions of both standard and distributed optimization problems in terms of the problems’ parameters - to the best of our knowledge, this is the first characterization of time-varying PD dynamics in the literature. We prove the tracking error to the time-varying solutions is uniformly ultimately bounded (UUB) in either case and that the bound decreases as the contraction rate increases. Our analysis builds upon the contraction results in contribution (ii).

**Paper organization**  Section 6.2 has notation and preliminary concepts. Section 6.3 has results on contraction theory. Section 6.4 analyzes contractive properties of the standard PD dynamics. The contractive analysis of distributed (with the least-squares
problem application) and time-varying versions of PD dynamics are in Sections V and VI respectively. Section 6.7 is the conclusion.

\section{Preliminaries and notation}

\subsection{Notation, definitions and useful results}

Consider $A \in \mathbb{R}^{n \times n}$, then $\sigma_{\min}(A)$ denote its minimum singular value and $\sigma_{\max}(A)$ its maximum one. If $A$ has only real eigenvalues, let $\lambda_{\max}(A)$ be its maximum eigenvalue. $A$ is an orthogonal projection if it is symmetric and $A^2 = A$. Let $\| \cdot \|$ denote any norm, and $\| \cdot \|_p$ denote the $\ell_p$-norm. When the argument of a norm is a matrix, we refer to its respective induced norm. The matrix measure associated to $\| \cdot \|$ is $\mu(A) = \lim_{h \to 0^+} \frac{\| I + hA \| - 1}{h}$; e.g., the one associated to the $\ell_2$-norm is $\mu_2(A) = \lambda_{\max}((A + A^\top)/2)$ \cite{11}. Given invertible $Q \in \mathbb{R}^{n \times n}$, let $\| \cdot \|_{2,Q}$ be the weighted $\ell_2$-norm $\| x \|_{2,Q} = \| Qx \|_2$, $x \in \mathbb{R}^n$, and whose associated matrix measure is $\mu_{2,Q}(A) = \mu_2(QAQ^{-1})$ \cite{11}.

Let $I_n$ be the $n \times n$ identity matrix, $1_n$ and $0_n$ be the all-ones and all-zeros column vector with $n$ entries respectively. Let $\text{diag}(X_1, \ldots, X_N) \in \mathbb{R}^{\sum_{i=1}^N n_i \times \sum_{i=1}^N n_i}$ be the block-diagonal matrix with elements $X_i \in \mathbb{R}^{n_i \times n_i}$. Let $\mathbb{R}_{\geq 0}$ be the set of non-negative real numbers. Given $x_i \in \mathbb{R}^{k_i}$, let $(x_1, \ldots, x_N) = \begin{bmatrix} x_1^\top & \cdots & x_N^\top \end{bmatrix}$.

Consider a differentiable function $f : \mathbb{R}^n \to \mathbb{R}^n$. We say $f$ is Lipschitz smooth with constant $K_1 > 0$ if $\| \nabla f(x) - \nabla f(y) \|_2 \leq K_1 \| x - y \|_2$ for any $x, y \in \mathbb{R}^n$; and strongly convex with constant $K_2 > 0$ if $K_2 \| x - y \|_2^2 \leq (\nabla f(x) - \nabla f(y))^\top (x - y)$ for any $x, y \in \mathbb{R}^n$. Assuming $f$ is twice differentiable, these two conditions are equivalent to $\nabla^2 f(x) \preceq K_1 I_n$ and $K_2 I_n \succeq \nabla^2 f(x)$ for any $x \in \mathbb{R}^n$, respectively.

The proof of the next proposition is found in the Appendix.
Proposition 6.2.1 For a full-row rank matrix $A \in \mathbb{R}^{m \times n}$, $B = B^\top \in \mathbb{R}^{n \times n}$, and $b_2 \geq b_1 > 0$ such that $b_2 I_n \succeq B \succeq b_1 I_n \succ 0$, the matrix

$$
\begin{bmatrix}
-B & -A^\top \\
A & 0_{m \times m}
\end{bmatrix}
$$

is Hurwitz.

6.2.2 Review of basic concepts on contraction theory

Consider the dynamical system $\dot{x} = f(x, t)$ with $x \in \mathbb{R}^n$. Let $t \mapsto \phi(t, t_0, x_0)$ be the trajectory of the system starting from $x_0 \in \mathbb{R}^n$ at time $t_0 \geq 0$. Consider the system satisfies $\|\phi(t, t_0, x_0) - \phi(t, t_0, y_0)\| \leq \|x_0 - y_0\| e^{-c(t-t_0)}$, for any $x_0, y_0 \in \mathbb{R}^n$ and any $t_0 \in \mathbb{R}_{\geq 0}$. We say it is contractive with respect to $\|\cdot\|$ when $c > 0$, and weakly contractive when $c = 0$. A time-invariant contractive system has a unique equilibrium point. Now, assume the Jacobian of the system, i.e., $Df(x, t)$, satisfies: $\mu(Df(x, t)) \leq -c$ for any $(x, t) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0}$, with $\mu$ being the matrix measure associated to $\|\cdot\|$ and constant $c \geq 0$. Then, this system has contraction rate $c$ with respect to $\|\cdot\|$. Now, assume the system has a flow-invariant linear subspace $M = \{x \in \mathbb{R}^n \mid Vx = 0_k\}$ with $V \in \mathbb{R}^{k \times n}$ being full-row rank with orthonormal rows. Then the system is partially contractive with respect to $\|\cdot\|$ and $M$ if there exists $c > 0$ such that, for any $x_0 \in \mathbb{R}^n$ and $t_0 \in \mathbb{R}_{\geq 0}$, the system satisfies $\|V\phi(t, t_0, x_0)\| \leq \|Vx_0\| e^{-c(t-t_0)}$. When $c = 0$, the system is partially weakly contractive with respect to $M$ [142]. Consequently, a partially contractive system has any of its trajectories approaching $M$ with exponential rate; and a partially weakly contractive one has any of its trajectories at a non-increasing distance from $M$.

Pick a symmetric positive-definite $P \in \mathbb{R}^{n \times n}$ and a scalar $c > 0$, then $\mu_{2, p^{1/2}}(Df(x, t)) \leq -c$ for all $(x, t) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0}$ is equivalent to $f$ satisfying the integral contractivity condition, i.e., for every $x, y \in \mathbb{R}^n$ and $t \geq 0$, $(y - x)^\top P(f(x, t) - f(y, t)) \leq -c \|x - y\|^{2, p^{1/2}}$. 
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6.3 Theoretical contraction results

The next result will be used throughout the paper.

**Theorem 6.3.1 (Results on partial contraction)** Consider the system \( \dot{x} = f(x,t) \), \( x \in \mathbb{R}^n \), with a flow-invariant \( \mathcal{M} = \{ x \in \mathbb{R}^n \mid Vx = 0_k \} \) with \( V \in \mathbb{R}^{k \times n} \) being a full-row rank matrix with orthonormal rows. Assume \( \mu(VDf(x,t)V^\top) \leq -c \) for any \((x,t) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0}\), some constant \( c \geq 0 \) and some matrix measure \( \mu \).

(i) If \( c > 0 \), then the system is partially contractive with respect to \( \mathcal{M} \) and every trajectory exponentially converges to the subspace \( \mathcal{M} \) with rate \( c \).

(ii) If \( c = 0 \) and \( \mu(VDf((I_n - V^\top V)x,t)V^\top) < 0 \) for any \((x,t) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0}\), then the system is partially weakly contractive with respect to \( \mathcal{M} \) and every trajectory converges to the subspace \( \mathcal{M} \).

Moreover, assume that one of the conditions in parts (i) and (ii) holds and \( \mathcal{M} \) is a set of equilibrium points. If the system is weakly contractive, then

(iii) every trajectory of the system converges to an equilibrium point, and if \( c > 0 \), then it does it with exponential rate \( c \).

**Remark 6.3.2** Statement (i) in Theorem 6.3.1 was proved in [142]. To the best of our knowledge, statements (ii) and (iii) are novel.

**Proof:** [Proof of Theorem 6.3.1] It is easy to check that \( V^\top V \) is an orthogonal projection matrix onto \( \mathcal{M}^\perp \); and that \( U := I_n - V^\top V \) is also an orthogonal projection matrix onto \( \mathcal{M} \). Using these results, we can express the given system as \( \dot{x} = f(Ux + V^\top Vx,t) \). Now, we set \( z := Vx \), and observe that \( x(t) \) converges to \( \mathcal{M} \) if and only if \( z(t) \) converges \( 0_k \). Then, using this change of coordinates, we obtain the system:

\[
\dot{z} = Vf(Ux + V^\top z,t).
\] (6.1)
It has been proved in \cite[Theorem 3]{Ref142} that \( z^* = 0_k \) is an equilibrium point for the system (6.1).

To prove (ii), assume that \( \mu(VDf(x,t)V^T) = 0 \) for any \((x,t) \in \mathbb{R}^n \times [0,\infty)\); i.e., that the system (6.1) is weakly contractive. Now, if we assume that \( \mu(VDf(Ux,t)V^T) < 0 \) for any \((x,t) \in \mathbb{R}^n \times [0,\infty)\), then by the Coppel’s inequality \cite{Ref48}, the fixed point \( z^* = 0_k \) is locally exponentially stable. Now, we can use a generalization of \cite[Lemma 6]{Ref113}, namely Lemma 6.8.1 (proof found in the Appendix), to establish the convergence of \( z(t) \) to \( z^* \). This finishes the proof for (ii).

Now, we prove statement (iii). Let \( t \mapsto x(t) \) be a trajectory of the dynamical system. For every \( t \in [0,\infty) \), \((I_n - V^TV)x(t)\) is the orthogonal projection of \( x(t) \) onto the subspace \( \mathcal{M} \) and it is an equilibrium point. Since the dynamical system is weakly contractive, we have \( \|x(s) - (I_n - V^TV)x(t)\| \leq \|x(t) - (I_n - V^TV)x(t)\| = \|V^TVx(t)\| \), for all \( s \geq t \). This implies that, for every \( t \in [0,\infty) \) and every \( s \geq t \), the point \( x(s) \) remains inside the closed ball \( \overline{B}(x(t), \|V^TVx(t)\|) \). Therefore, for every \( t \geq 0 \), the point \( x(t) \) is inside the set \( C_t \) defined by \( C_t = \text{cl}(\bigcap_{\tau \in [0,t]} \overline{B}(x(\tau), \|V^TVx(\tau)\|)) \). It is easy to see that, for \( s \geq t \), we have \( C_s \subseteq C_t \). This implies that the family \( \{C_t\}_{t \in [0,\infty)} \) is a nested family of closed subsets of \( \mathbb{R}^n \). Moreover, by parts (i) and (ii), we have that \( \lim_{t \to \infty} \|V^TVx(t)\| \to 0 \) as \( t \to \infty \), which in turn results in \( \lim_{t \to \infty} \text{diam}(C_t) = 0 \), with convergence rate \( c > 0 \) because of \( \text{diam}(C_t) = \|V^TVx(t)\| \leq 2e^{-ct}\|V^TVx(0)\| \). Thus, by the Cantor Intersection Theorem \cite[Lemma 48.3]{Ref128}, there exists \( x^* \in \mathbb{R}^n \) such that \( \bigcap_{t \in [0,\infty)} C_t = \{x^*\} \). We first show that \( \lim_{t \to \infty} x(t) = x^* \). Note that \( x^*, x(t) \in C_t \), for every \( t \in \mathbb{R}_{\geq 0} \). This implies that \( \|x(t) - x^*\| \leq \text{diam}(C_t) \). This in turn means that \( \lim_{t \to \infty} \|x(t) - x^*\| = 0 \) and \( t \mapsto x(t) \) converges to \( x^* \), with convergence rate \( c \) for the case \( c > 0 \). On the other hand, by part (i) the trajectory \( t \mapsto x(t) \) converges to the subspace \( \mathcal{M} \). Therefore, \( x^* \in \mathcal{M} \) and \( x^* \) is an equilibrium point of the dynamical system. This completes the proof for statement (iii).
6.4 The standard optimization problem

We consider the constrained optimization problem:

$$\min_{x \in \mathbb{R}^n} f(x) \quad \text{subject to} \quad Ax = b$$

(6.2)

with the following standing assumptions: $A \in \mathbb{R}^{k \times n}$, $k < n$, $b \in \mathbb{R}^k$, $A$ is full-row rank, and $f : \mathbb{R}^n \to \mathbb{R}$ is convex and twice differentiable.

Associated to the optimization problem (6.2) is the Lagrangian function

$$L(x, \nu) = f(x) + \nu^\top (Ax - b)$$

and the primal-dual dynamics

$$\begin{bmatrix} \dot{x} \\ \dot{\nu} \end{bmatrix} = \begin{bmatrix} -\frac{\partial L(x, \nu)}{\partial x} \\ \frac{\partial L(x, \nu)}{\partial \nu} \end{bmatrix} = \begin{bmatrix} -\nabla f(x) - A^\top \nu \\ Ax - b \end{bmatrix}. \quad (6.3)$$

We introduce two possible sets of assumptions:

(A1) the primal-dual dynamics (6.3) have an equilibrium $(x^*, \nu^*)$ and $\nabla^2 f(x^*) \succ 0_{n \times n}$;

(A2) the function $f$ is strongly convex with constant $\ell_{\inf} > 0$ and Lipschitz smooth with constant $\ell_{\sup} > 0$, and, for $0 < \epsilon < 1$, we define

$$\alpha_{\epsilon} := \frac{\epsilon \ell_{\inf}}{\sigma_{\max}(A) + \frac{3}{4} \sigma_{\max}^2(A) \sigma_{\min}^2(A) + \ell_{\sup}^2} > 0$$

$$P := \begin{bmatrix} I_n & \alpha_{\epsilon} A^\top \\ \alpha_{\epsilon} A & I_k \end{bmatrix} \in \mathbb{R}^{(n+k) \times (n+k)}. \quad (6.4)$$

**Theorem 6.4.1 (Contraction analysis of primal-dual dynamics)** Consider the constrained optimization problem (6.2), its standing assumptions, and its associated primal-dual dynamics (6.3).
(i) The primal-dual dynamics is weakly contractive with respect to $\|\cdot\|_2$ and, if Assumption (A1) holds, then $(x^*, \nu^*)$ is globally asymptotically stable.

(ii) Under Assumption (A2),

(a) the primal-dual dynamics are contractive with respect to $\|\cdot\|_{2,P^{1/2}}$ with contraction rate

$$\alpha \frac{3 \sigma_{\text{max}}(A) \sigma_{\text{min}}^2(A)}{4 \sigma_{\text{max}}(A) + 1},$$

and

(b) there exists a unique globally exponentially stable equilibrium point $(x^*, \nu^*)$, and $x^*$ is the unique solution to the optimization problem (6.2).

Proof: Let $(\dot{x}, \dot{\nu})^\top := F_{PD}(x, \nu)$. Then, $D F_{PD}(x, \nu) = \begin{bmatrix} -\nabla^2 f(x) & -A^\top \\ A & 0 \end{bmatrix}$, and so

$$\mu_2(D F_{PD}(x, \nu)) = \lambda_{\text{max}}((D F_{PD}(x, v) + D F_{PD}(x, v)^\top)/2) = \lambda_{\text{max}}(\text{diag}(-\nabla^2 f(x), 0_{k \times k})) = 0$$

for any $(x, \nu) \in \mathbb{R}^n \times \mathbb{R}^m$, because of convexity $\nabla^2 f(x) \succeq 0$, which implies the system is weakly contractive. For the second part of statement (i), Proposition 6.2.1 implies $D F_{PD}(x^*, \nu^*)$ is Hurwitz since $\nabla^2 f(x^*) \succ 0$, and the proof follows from a simple generalization of [113] Lemma 6 (its proof can be found in the Appendix).

Now, we prove statement (ii). Define $P = \begin{bmatrix} I_n & \alpha A^\top \\ \alpha A & I_k \end{bmatrix}$ which is a positive-definite matrix when

$$0 < \alpha < \frac{1}{\sigma_{\text{max}}(A)}.$$ (6.6)

We plan to use the integral contractivity condition to show that system (6.3) is contractive with respect to norm $\|\cdot\|_{2,P^{1/2}}$. Thus, we need to show

$$\eta := \begin{bmatrix} x_1 - x_2 \\ \nu_1 - \nu_2 \end{bmatrix}^\top P(F_{PD}(x_1, \nu_1) - F_{PD}(x_2, \nu_2)) + c \begin{bmatrix} x_1 - x_2 \\ \nu_1 - \nu_2 \end{bmatrix}^\top P \begin{bmatrix} x_1 - x_2 \\ \nu_1 - \nu_2 \end{bmatrix} \leq 0$$
for any \( x_1, x_2 \in \mathbb{R}^n \) and \( \nu_1, \nu_2 \in \mathbb{R}^m \), and some constant \( c > 0 \) which will be the contraction rate. After completing squares, using the strong convexity and Lipschitz smoothness of \( f \), along with \( \sigma_{\min}^2(A)I_k \preceq AA^\top \) and \( A^\top A \preceq \sigma_{\max}^2(A)I_n \), we obtain

\[
\eta \leq - \left( (3\alpha/4)\sigma_{\min}^2(A) - c - c\alpha \right) \|\nu_1 - \nu_2\|_2^2 - (\ell_{\inf} - \alpha\sigma_{\max}^2(A) - c - \alpha\ell_{\sup}^2 - c\alpha\sigma_{\max}^2(A)) \|x_1 - x_2\|_2^2
- \alpha c \|(\nu_1 - \nu_2) - A(x_1 - x_2)\|_2^2.
\]

Set \( c = D\alpha \) for some \( D > 0 \). Then, to ensure that \( \eta \leq 0 \), we need to ensure

\[
\frac{3\alpha}{4}\sigma_{\min}^2(A) - D\alpha - D\alpha^2 \geq 0, \quad (6.7)
\]
\[
\ell_{\inf} - \alpha\sigma_{\max}^2(A) - D\alpha - \alpha\ell_{\sup}^2 - D\alpha^2\sigma_{\max}^2(A) \geq 0. \quad (6.8)
\]

Now, to ensure inequality (6.7) holds, using the inequalities (6.6), it is easy to see that it suffices to ensure that

\[
\frac{3\sigma_{\max}(A)\sigma_{\min}^2(A)}{4(\sigma_{\max}(A) + 1)} > D. \quad (6.9)
\]

Now, using inequalities (6.6) and (6.9), we obtain: \( \ell_{\inf} - \alpha\sigma_{\max}^2(A) - D\alpha - \alpha\ell_{\sup}^2 - D\alpha^2\sigma_{\max}^2(A) > \ell_{\inf} - \alpha(\sigma_{\max}^2(A) + \frac{3}{4}\sigma_{\max}(A)\sigma_{\min}^2(A) + \ell_{\sup}^2) \) and so, to ensure inequality (6.8) holds, it suffices that

\[
\frac{\ell_{\inf}}{\sigma_{\max}^2(A) + \frac{3}{4}\sigma_{\max}(A)\sigma_{\min}^2(A) + \ell_{\sup}^2} > \alpha. \quad (6.10)
\]

Now, the parameter \( \alpha \) needs to satisfy inequalities (6.6) and (6.10); however, (6.10) implies (6.6) because the inequality \( \pi_1^2 + \pi_2^2 \geq 2\pi_1\pi_2 \) for \( \pi_1, \pi_2 > 0 \) let us conclude that \( \frac{\ell_{\sup}}{\sigma_{\max}(A) + \ell_{\sup}^2} \leq \frac{1}{2\sigma_{\max}(A)} \). Finally, \( c \) must be less than the multiplication of the left-hand sides of the inequalities (6.9) and (6.10), which proves statement (ii)a.
Now, since the dynamics are contractive, there must exist a unique globally exponentially stable equilibrium point which also satisfies the (sufficient and necessary) KKT conditions of optimality for the optimization problem (6.2), thus proving statement (ii)b.

**Remark 6.4.2** Theorem [6.4.1] is a fundamental building block for the rest of results in the results in this paper and therefore, it was necessary to provide a comprehensive proof using the integral contractivity condition that could provide an explicit estimate of the contraction rate (as opposed to the different proof in [132]).

For the case of convex $f$, Theorem [6.4.1] does not state convergence - nor contraction - without additional assumptions; indeed, oscillations may appear and convergence to the saddle points is not guaranteed [66]. In order to still be able to use Theorem [6.4.1] in this case, we consider a modification to the Lagrangian, known as the augmented Lagrangian [149]: $L_{aug}(x, \nu) = L(x, \nu) + \frac{\rho}{2} \|Ax - b\|_2^2$ with gain $\rho > 0$. Its associated augmented primal-dual dynamics become

$$
\begin{bmatrix}
\dot{x} \\
\dot{\nu}
\end{bmatrix} = 
\begin{bmatrix}
-\nabla f(x) - A^T \nu - \rho A^T Ax + \rho A^T b \\
Ax - b
\end{bmatrix}
$$

(6.11)

and have the same equilibria as the original one in (6.3). We introduce two possible sets of assumptions:

(A3) the primal-dual dynamics (6.3) have an equilibrium $(x^*, \nu^*)$, $\nabla^2 f(x^*) \succeq 0_{n \times n}$, and $\ker(\nabla^2 f(x^*)) \cap \ker(A) = \{0_n\}$;

(A4) $\ker(\nabla^2 f(x)) \cap \ker(A) = \{0_n\}$ for any $x \in \mathbb{R}^n$ and $f$ is Lipschitz smooth with constant $\ell_{sup} > 0$, and, for $0 < \epsilon < 1$, we define
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\[ \bar{\alpha} := \frac{\epsilon \rho \sigma_{\min}(A)}{(1 + \rho)\sigma_{\max}(A) + \frac{3}{4} \sigma_{\max}(A) \sigma_{\min}(A)} + \ell^2 \]

\[ \bar{\rho} := \begin{bmatrix} I_n & \bar{\alpha} A^\top \\ \bar{\alpha} A & I_k \end{bmatrix} \in \mathbb{R}^{(n+k) \times (n+k)}. \] (6.12)

Corollary 6.4.3 (Contraction analysis of the augmented primal-dual dynamics)

Consider the constrained optimization problem (6.2), its standing assumptions, and its associated augmented primal-dual dynamics (6.11) with \( \rho > 0 \).

(i) Under Assumption (A3), the augmented primal-dual dynamics are weakly contractive with respect to \( \| \cdot \|_2 \) and \((x^*, \nu^*)\) is globally asymptotically stable.

(ii) Under Assumption (A4)

(a) the augmented primal-dual dynamics are contractive with respect to \( \| \cdot \|_{2, \bar{\rho}^{1/2}} \) with contraction rate

\[ \bar{\alpha} \frac{3}{4} \frac{\sigma_{\max}(A) \sigma_{\min}^2(A)}{\sigma_{\max}(A) + 1}, \text{ and} \] (6.13)

(b) there exists a unique globally exponentially stable equilibrium point \((x^*, \nu^*)\) for the augmented primal-dual dynamics and \( x^* \) is the unique solution to the constrained optimization problem (6.2).

Proof: The proof follows directly from Theorem 6.4.1. For statement (i), note that \( \ker(\nabla^2 f(x^*)) \cap \ker(A) = \{0_n\} \) implies that \( \nabla^2 f(x^*) + \rho A^\top A \succ 0_{n \times n} \) for the Jacobian of the system

\[ \begin{bmatrix} -\nabla^2 f(x) - \rho A^\top A & -A^\top \\ A & 0 \end{bmatrix}. \]
For statement \(\text{(ii)}\) note that \(\ker(\nabla^2 f(x)) \cap \ker(A) = \{0_n\}\) for any \(x \in \mathbb{R}^n\) implies that \(x \mapsto f(x) + \frac{\rho}{2} x^\top A^\top Ax\) is Lipschitz smooth with constant \(\ell_{\text{sup}}^2 + \rho \sigma_{\text{max}}^2(A) > 0\) and strongly convex with constant \(\rho \sigma_{\text{min}}^2(A) > 0\).

**Remark 6.4.4 (Augmented Lagrangian and contraction)** The benefit of using the augmented Lagrangian is that, unlike the conditions in Theorem 6.4.1, the primal-dual dynamics may be contractive despite \(f\) being only convex.

### 6.5 Distributed algorithms

We study a popular distributed implementation for solving an unconstrained optimization problem [176]. We want to solve the problem \(\min_{x \in \mathbb{R}^n} f(x) = \sum_{i=1}^N f_i(x)\) with \(f_i : \mathbb{R}^n \to \mathbb{R}\) convex. Let \(G\) be an undirected connected interaction graph between \(N\) distinct agents. Let \(N_i\) be the neighborhood of node \(i\) and \(L\) be the Laplacian matrix of \(G\). Let \(x^i \in \mathbb{R}^n\) be the state associated to agent \(i\), and let \(x = (x^1, \ldots, x^N)^\top\). Then, the problem becomes:

\[
\min_{x \in \mathbb{R}^{n_N}} \sum_{i=1}^N f_i(x^i) \quad \text{subject to} \quad (L \otimes I_n)x = 0_{n_N},
\]

The associated distributed primal-dual dynamics are

\[
\begin{align*}
\dot{x}^i &= -\nabla x^i f_i(x^i) - \sum_{j \in N_i} (\nu^j - \nu^i) \\
\dot{\nu}^i &= \sum_{j \in N_i} (x^j - x^i)
\end{align*}
\]

for \(i \in \{1, \ldots, N\}\). In system (6.15), any agent only uses information from herself and the set of her neighbors.
To study this system, we introduce two possible sets of assumptions:

(A5) \( \min_{x \in \mathbb{R}^n} f(x) \) has a solution \( x^* \) and \( \nabla^2 f_i(x^*) \succ 0_{n \times n} \) for any \( i \in \{1, \ldots, N\} \);

(A6) \( \min_{x \in \mathbb{R}^n} f(x) \) has a solution \( x^* \) and the function \( f_i \) is strongly convex with constant \( \ell_{\text{inf},i} > 0 \) and Lipschitz smooth with constant \( \ell_{\text{sup},i} > 0 \) for any \( i \in \{1, \ldots, N\} \), with \( \ell_{\text{inf}} = (\ell_{\text{inf},1}, \ldots, \ell_{\text{inf},N}) \) and \( \ell_{\text{sup}} = (\ell_{\text{sup},1}, \ldots, \ell_{\text{sup},N}) \).

With either assumption, note that we cannot apply Theorem 6.4.1 directly since the linear equality constraint in (6.14) is not full-row rank. However, if we instead consider partial contraction, then Theorem 6.4.1 can be used to prove the next result.

**Theorem 6.5.1 (Contraction analysis of distributed dynamics)**  Consider the distributed primal-dual dynamics (6.15).

(i) The distributed primal-dual dynamics are weakly contractive with respect to \( \|\cdot\|_2 \), and

(ii) under Assumption (A5), for any \((x^i(0), \nu^i(0)) \in \mathbb{R}^n \times \mathbb{R}^n\), \( \lim_{t \to \infty} x^i(t) = x^* \) and \( \lim_{t \to \infty} \nu^i(t) = \nu^*_i \), for some \( \nu^*_i \) such that \( \sum_{k=1}^N \nu^*_k = \sum_{k=1}^N \nu^k(0) \).

(iii) Under Assumption (A6), the convergence results in statement (ii) hold and, for \( 0 < \epsilon < 1 \), the convergence of \((x(t), \nu(t))^\top\) has exponential rate

\[
3\epsilon \frac{\lambda_N \lambda_2^2}{4} \min_{i \in \{1, \ldots, N\}} \ell_{\text{inf},i} \lambda^2 N + \frac{2}{3} \lambda_N \lambda_2^2 + \| \ell_{\text{sup}} \|_\infty^2, \tag{6.16}
\]

where \( \lambda_2 \) and \( \lambda_N \) are the smallest non-zero and the largest eigenvalues of \( L \), respectively.

**Proof:** Set \( f(x) = \sum_{i=1}^N f_i(x^i) \) and \( \nu = (\nu^1, \ldots, \nu^N) \). Succinctly, the dynamics of
the system are
\[
\dot{x} = -\nabla f(x) - (L \otimes I_n)\nu, \\
\dot{\nu} = (L \otimes I_n)x,
\] (6.17)

Now, let \( \bar{A} := (L \otimes I_n) \) and \((\dot{x}, \dot{\nu}) := F_{PD-d}(x, \nu)\), and so
\[
DF_{PD-d}(x, \nu) = \begin{bmatrix}
-\nabla^2 f(x) & -\bar{A}^\top \\
\bar{A} & 0_{m \times m}
\end{bmatrix}.
\]

Since \(-\nabla^2 f(x) \preceq 0_{n_N \times n_N}\) because of convex \(f_i\), it follows that \(\mu_2(DF_{PD-d}(x, \nu)) = 0\) for any \(x \in \mathbb{R}^{n_N}, \nu \in \mathbb{R}^{n_N}\), and the system is weakly contractive, which proves (i).

Consider the equilibrium equations of (6.17), and let \((x^*, \nu^*)\) be a (candidate) fixed point of the system. From the second equation in (6.17), \(x^* = 1_N \otimes v\) with \(v \in \mathbb{R}^n\). Now, from the first equation in (6.17), we get \(0_{n_N} = \nabla f(x^*) + (L \otimes I_n)\nu^*\) and left multiplying by \(1_N^\top \otimes I_n\), we obtain \(0_n = \sum_{i=1}^{N} \nabla f_i(v)\). This is exactly the necessary and sufficient conditions of optimality for the problem \(\min_{x \in \mathbb{R}^n} f(x) = \sum_{i=1}^{N} f_i(x)\), and so \(v = x^*\) is an optimal solution to this problem. Moreover, \(\nu^*\) is just some Lagrange multiplier for the constraint in (6.14).

Now, define the change of coordinates \((x', \nu') = (x - x^*, \nu - \nu^*)\), then we get \((\dot{x}', \dot{\nu}') = (\dot{x}, \dot{\nu}) = F_{PD-d}(x' + x^*, \nu' + \nu^*)\), and whenever we refer to the word “system” for the rest of the proof, we refer to the dynamics after this coordinate change. Observe the system has an equilibrium point \((0_{n_N}, 0_{n_N})\), but it is not unique; in fact, it is easy to verify that the following is a linear subspace of equilibria for the system:
\[
\mathcal{M} = \{(x', \nu') \in \mathbb{R}^{n_N} \times \mathbb{R}^{n_N} \mid x' = 0_{n_N}, \nu' = 1_N \otimes \alpha \text{ with } \alpha \in \mathbb{R}^n\}.
\]
As a corollary, the subspace \(\mathcal{M}\) is flow-invariant for the distributed system.

Now, since \(L\) has \(N - 1\) strictly positive eigenvalues, we can write them as 0 =
λ_1 < λ_2 ≤ · · · ≤ λ_N, and, by eigendecomposition, we can obtain an orthogonal matrix \( R' \in \mathbb{R}^{N \times N} \) such that \( R'LR'^\top = \text{diag}(0, \lambda_2, \ldots, \lambda_N) \). From here, we obtain the matrix \( R \in \mathbb{R}^{N-1 \times N} \) as a submatrix of \( R' \) such that \( RLR = \Lambda \) with \( \Lambda = \text{diag}(\lambda_2, \ldots, \lambda_N) \) with the properties: \( RL = \Lambda R \), \( RR^\top = I_{N-1} \) and \( R^\top R \neq I_N \). Now, define \( V = \text{diag}(I_{nN}, (R \otimes I_n)) \) which has orthonormal rows and expresses

\[
\mathcal{M} = \{ (x', \nu') \in \mathbb{R}^{nN} \times \mathbb{R}^{nN} \mid V(x', \nu')^\top = 0_{(2N-1)n} \}.
\]

Then, we can use Theorem 6.3.1 for stating the convergence of trajectories of the system to \( \mathcal{M} \) using partial contraction. First, note that \( \nabla^2 f(x' + x^*) \preceq 0 \) implies that \( \mu_2(VDF_{PD-d}(x', \nu')V^\top) \leq 0 \). Now, since \( \nabla^2 f(x^*) \prec 0 \), Proposition 6.2.1 implies that \( VDF_{PD-d}(x', \nu')V^\top \) is a Hurwitz matrix, which implies that \( \mu_2(VDF_{PD-d}(x', \nu')V^\top) < 0 \) for any \( (x', \nu') \in \mathcal{M} \), and thus result (ii) of Theorem 6.3.1 implies the convergence to the subspace \( \mathcal{M} \) (and this implies convergence of the trajectories of the original system to the set \( \mathcal{M}' = \{ (x, \nu) \in \mathbb{R}^{nN} \times \mathbb{R}^{nN} \mid x = x^*, \nu = 1_N \otimes \alpha \text{ with } \alpha \in \mathbb{R}^n \} \), i.e., \( \mathcal{M} \) is simply the set \( \mathcal{M}' \) translated or anchored to the origin). Since \( \mathcal{M} \) is a set of equilibria for the system and the system is weakly contractive, result (iii) of Theorem 6.3.1 concludes that any trajectory of the system converges to some equilibrium point in \( \mathcal{M} \).
Now, observe that 
\[
(\mathbb{1}_N^\top \otimes I_n)\dot{\nu} = (\mathbb{1}_N^\top L \otimes I_n)x = 0_n,
\]
and so the set
\[
\{(x, \nu) \in \mathbb{R}^{nN} \times \mathbb{R}^{nN} \mid (\mathbb{1}_N^\top \otimes I_n)\nu = (\mathbb{1}_N^\top \otimes I_n)\nu(0)\}
\]
is positively-invariant for (6.15). Then, it follows that \(\sum_{k=1}^N \nu_k^k(t) = \sum_{k=1}^N \nu_k^k(0)\) for any \(i \in \{1, \ldots, n\}\) and any \(t \geq 0\). Then, since \(\lim_{t \to \infty} \nu^i(t) < \infty\), we conclude the proof for statement (ii).

We prove statement (iii). Observe that
\[
\min_{i \in \{1, \ldots, N\}} \ell_{\inf, i} I_{nN \times nN} \preceq \nabla^2 f(x' + x^*) \preceq \max_{i \in \{1, \ldots, N\}} \ell_{\sup, i} I_{nN \times nN}
\]
and that \(\bar{A}^*\) is full-row rank since it is easy to verify that \(\text{rank}(\Lambda R) = N - 1\) and so \(\text{rank}((\Lambda R) \otimes I_n) = n(N - 1)\). Then, for \(0 < \epsilon < 1\), defining
\[
P = \begin{bmatrix}
I_{nN} & \alpha_{\epsilon} \tilde{A}^*^\top \\
\alpha_{\epsilon} \tilde{A}^* & I_{(n-1)}
\end{bmatrix} \in \mathbb{R}^{nN \times nN}
\]
and \(\alpha_{\epsilon} := \frac{\epsilon \min_{i \in \{1, \ldots, N\}} \ell_{\inf, i}}{\sigma_{\max}(\bar{A}^*) + \frac{\sigma_{\max}(\bar{A}^* - \sigma_{\min}(\bar{A}^*) + \|\ell_{\sup}\|_\infty^2)}{\epsilon}} > 0\), we can use Theorem 6.4.1 to conclude that
\[
\mu_{2p^{1/2}}(VDF_{PD-d}(x' + x^*, \nu' + \nu^*)V^\top) \leq -c
\]
with \(c\) as in equation (6.16) for any positive \(\epsilon < 1\). So then, any trajectory \((x'(t), \nu'(t))\) exponentially converges to the subspace \(M\) with rate \(c\), due to statement (iii) from Theorem 6.3.1. Finally, the proof finishes by following a similar proof to statement (ii).

For the case of convex \(f_i\), Theorem 6.5.1 does not state convergence - nor partial contraction - without additional assumptions. Similar to the analysis in Section 6.4, we present an example where augmenting the Lagrangian let us use Theorem 6.5.1. We consider the popular distributed least-squares problem [174]. Given a full-column rank matrix \(H \in \mathbb{R}^{N \times n}, n < N\), it is known that \(x^* = (H^\top H)^{-1}H^\top z\) is the unique solution to the least-squares problem \(\min_{x \in \mathbb{R}^n} \|z - Hx\|_2^2\), for \(z \in \mathbb{R}^N\). An equivalent distributed
version is
\[
\min_{x \in \mathbb{R}^{nN}} \sum_{i=1}^{N} (h^\top_i x_i - z_i)^2 \tag{6.18}
\]
\[(L \otimes I_n)x = 0_{nN}\]

with \(h^\top_i \in \mathbb{R}^{1 \times n}\) being the \(i\)th row of the matrix \(H\), \(x = (x^1, \ldots, x^N)^\top\) and \(z = (z_1, \ldots, z_N)^\top\). Notice that \(f(x) = \sum_{i=1}^{N} |h^\top_i x_i - z_i|^2\) is convex, since
\[
\nabla^2 f(x) = \text{diag}(h_1 h_1^\top, \ldots, h_N h_N^\top) \succeq 0_{nN \times nN}.
\]

We propose to augment the Lagrangian with the quadratic term \(\frac{\rho}{2} x^\top (L \otimes I_n)x\) with \(\rho > 0\) (which does not alter the original saddle points) and obtain
\[
\dot{x}^i = -(h^\top_i x^i - z_i)h_i - \rho \sum_{j \in N_i} (x^j - x^i) - \sum_{j \in N_i} (\nu^j - \nu^i) \tag{6.19}
\]
\[
\dot{\nu}^i = \sum_{j \in N_i} (x^j - x^i)
\]

for \(i \in \{1, \ldots, N\}\). The new algorithm is distributed.

Observe that \(\ker(\text{diag}(h_1 h_1^\top, \ldots, h_N h_N^\top)) \cap \ker(L \otimes I_n) = \{0_{nN}\}\) implies
\[
\ell^*_{\text{inf}} I_{nN} \preceq \text{diag}(h_1 h_1^\top, \ldots, h_N h_N^\top) + (L \otimes I_n)\]
for some constant \(\ell^*_{\text{inf}} > 0\). Then, the following follows from Theorem \([6.5.1]\).

**Corollary 6.5.2 (Contraction analysis of distributed least-squares)** Consider the system \([6.19]\), and let \(x^*\) be the unique solution to the least-squares problem. Then, for any \((x^i(0), \nu^i(0)) \in \mathbb{R}^n \times \mathbb{R}^n\), \(\lim_{t \to \infty} x^i(t) = x^*\) and \(\lim_{t \to \infty} \nu^i(t) = \nu^*_i\) for some \(\nu^*_i\) such that \(\sum_{k=1}^{N} \nu^*_k = \sum_{k=1}^{N} \nu^k(0)\); and, for \(0 < \epsilon < 1\), the convergence of \((x(t), \nu(t))\) has
exponential rate

\[ \frac{3}{4} \lambda_N \lambda_2^2 + \frac{\ell_{\text{inf}}}{\lambda_N + \frac{3}{4} \lambda_N \lambda_2^2 + (\lambda_N + \rho \max_i \|h_i\|_2^2)^2} \]

where \( \lambda_2 \) and \( \lambda_N \) are the smallest non-zero and the largest eigenvalues of \( L \), respectively.

6.6 Time-varying optimization

6.6.1 Time-varying standard optimization

Our results in Section 6.4 can be used to prove new results for the case where the associated optimization problem is time-varying. Consider

\[
\min_{x \in \mathbb{R}^n} f(x,t) \quad \text{subject to} \quad Ax = b(t)
\]

with the following standing assumptions: \( A \in \mathbb{R}^{k \times n}, \ k < n, \ b \in \mathbb{R}^k, \ A \) is full-row rank, and, for every \((x,t) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0},\)

(i) \( x \mapsto f(x,t) \) is twice continuously differentiable, uniformly strongly convex with constant \( \ell_{\text{inf}} > 0 \), i.e., \( \nabla^2 f(x,t) \succeq \ell_{\text{inf}} I_n \); and uniformly Lipschitz smooth with constant \( \ell_{\text{sup}} > 0 \), i.e., \( \nabla^2 f(x,t) \preceq \ell_{\text{sup}} I_n \);

(ii) \( t \mapsto \nabla f(x,t) \) and \( t \mapsto b(t) \) are continuously differentiable functions.

The associated time-varying primal-dual dynamics are

\[
\begin{bmatrix}
\dot{x} \\
\dot{\nu}
\end{bmatrix} =
\begin{bmatrix}
-\nabla f(x,t) - A^\top \nu \\
Ax - b(t)
\end{bmatrix}.
\]

Given a fixed time \( t \), let \( x^*(t) \) be a solution to the program \( \min_{x:Ax=b(t)} f(x,t) \) and \( \nu^*(t) \) its associated Lagrange multiplier. From the standing assumptions and Theorem 6.4.1
for any fixed \( t \), there exists a unique optimizer \((x^*(t), \nu^*(t))\). Then, \((x^*(t), \nu^*(t))_{t \geq 0}\) defines the optimizer trajectory of the optimization problem (6.20). The following result establishes the performance of the primal-dual dynamics in tracking the optimizer trajectory.

**Theorem 6.6.1 (Contraction analysis of time-varying primal-dual dynamics)**

Consider the time-varying optimization problem (6.20), its standing assumptions, and its associated primal-dual dynamics (6.21).

(i) The primal-dual dynamics are contractive with respect to \( \|\cdot\|_{2, P^{1/2}} \) with contraction rate \( c \), where \( P \) is the matrix defined in (6.4) and \( c \) is the same contraction rate as in (6.5) of Theorem 6.4.1.

Assume that, for any \( t \geq 0 \), \( \|\dot{b}(t)\|_2 \leq \beta_1 \) and \( \|\tilde{\nabla} f(x, t)\|_2 \leq \beta_2 \) for some positive constants \( \beta_1, \beta_2 \), and let \( z(t) := (x(t), \nu(t))^\top \) and \( z^*(t) := (x^*(t), \nu^*(t))^\top \).

(ii) Then,

\[
\|z(t) - z^*(t)\|_{2, P^{1/2}} \leq \left(\|z(0) - z^*(0)\|_{2, P^{1/2}} - \frac{\rho}{c}\right)e^{-ct} + \frac{\rho}{c}, \tag{6.22}
\]

i.e., the tracking error is uniformly ultimately bounded by \( \frac{\rho}{c} \) with

\[
\rho = \lambda_{\max}(P) \left( \frac{\beta_2}{\ell_{\inf}} + \left( \frac{\sigma_{\max}(A)}{\ell_{\inf}} + 1 \right) \frac{\ell_{\max}}{\sigma_{\min}^2(A)} \left( \beta_1 + \frac{\sigma_{\max}(A)}{\ell_{\inf}} \beta_2 \right) \right).
\]

**Proof:** Let \((\dot{x}, \dot{\nu}) := F_{PD-tv}(x, \nu, t)\), and so \( DF_{PD-tv}(x, \nu, t) = \begin{bmatrix} -\nabla^2 f(x, t) & -A^\top \\ A & 0_{k \times k} \end{bmatrix}\).

Since \( A \) is constant and considering item [(i)] of the standing assumptions, we can finish the proof for statement (i) by following the same proof as in Theorem 6.4.1. Now we prove
Let us fix any \( t \geq 0 \). Then, the KKT conditions that the optimizers \( x^*(t) \) and \( \nu^*(t) \) must satisfy (i.e., equivalent to the equilibrium equations of the system (6.21)) are

\[
0_n = -\nabla f(x^*(t), t) - A^T \nu^*(t) \tag{6.23}
\]
\[
0_k = Ax^*(t) - b(t), \tag{6.24}
\]

We first show that the curves \( t \mapsto x^*(t) \) and \( t \mapsto \nu^*(t) \) are continuously differentiable. Define the function \( g : \mathbb{R}^{k+n+1} \rightarrow \mathbb{R}^{k+n} \) as

\[
g(t, x, \nu) = \begin{bmatrix}
-\nabla f(x, t) - A^T \nu \\
Ax - b(t)
\end{bmatrix}.
\]

Since \( t \mapsto b(t) \) and \( t \mapsto \nabla f(x, t) \) are continuously differentiable, the function \( g \) is continuously differentiable on \( \mathbb{R}^{n+k+1} \). Moreover, note that \( \nabla_x \nabla g(t, x, \nu) = DF_{PD-tv}(x, \nu, t) \). By item (i) of the standing assumptions, we know that \( -\nabla^2 f(x, t) \preceq -\ell_{\inf} I_n \) and \( A \) is full row rank. From Proposition 6.2.1, this implies that \( \nabla_{(x, \nu)} g(t, x, \nu) \) is Hurwitz and therefore, nonsingular. Finally, the Implicit Function Theorem \([2, \text{Theorem 2.5.7}]\) implies the solutions \( t \mapsto x^*(t) \) and \( t \mapsto \nu^*(t) \) of the algebraic equations (6.23) and (6.24) are continuously differentiable for any \( t \in \mathbb{R}_{\geq 0} \).

Now, observe that equation (6.24) implies \( \|A \dot{x}^*(t)\|_2 \leq \beta_1 \). Then, from (6.23)

\[
\Rightarrow 0_n = \nabla^2 f(x^*(t), t) \dot{x}^*(t) + \nabla f(x^*(t), t) + A^T \dot{\nu}^*(t)
\]
\[
\Rightarrow 0_m = A \dot{x}^*(t) + A(\nabla^2 f(x^*(t), t))^{-1} \nabla f(x^*(t), t) + A(\nabla^2 f(x^*(t), t))^{-1} A^T \dot{\nu}^*(t)
\]
\[
\Rightarrow \|\dot{\nu}^*(t)\|_2 \leq \frac{\ell_{\max}}{\sigma_{\min}^2(A)} \left( \beta_1 + \frac{\sigma_{\max}(A)}{\ell_{\inf}} \right),
\]

where the first implication follows from differentiation, the second one follows from the Hessian being invertible, and the third one is derived considering that \( A \) is full-row rank.
Similarly, we differentiate (6.23) again and obtain
\[ \|\dot{x}^*(t)\|_2 \leq \frac{\beta_2}{\ell_{\inf}} + \frac{\sigma_{\max}(A)}{\ell_{\inf}} \|\dot{\nu}^*(t)\|_2. \]

Now, considering the contraction result on item (i), we set
\[ \Delta(t) := \left\| \begin{bmatrix} x(t) \\ \nu(t) \end{bmatrix} - \begin{bmatrix} x^*(t) \\ \nu^*(t) \end{bmatrix} \right\|_{2,P^{1/2}}, \]
and use [132, Lemma 2] to obtain the following differential inequality
\[ \dot{\Delta}(t) \leq -c\Delta(t) + \left\| \begin{bmatrix} x^*(t) \\ \nu^*(t) \end{bmatrix} \right\|_{2,P^{1/2}}. \]

Then, \( \dot{\Delta}(t) \leq -c\Delta(t) + \lambda_{\max}(P)(\|x^*(t)\|_2 + \|\dot{\nu}^*(t)\|_2) \) and using our previous results, we immediately obtain \( \dot{\Delta}(t) \leq -c\Delta(t) + \rho \) with \( \rho \) as in the theorem statement. Now, observe the function \( h(u) = -cu + \rho \) is Lipschitz (since it is a linear function), and we can use the Comparison Lemma [94] to upper bound \( \Delta(t) \) by the solution to the differential equation \( \dot{u}(t) = -cu(t) + \rho \) for all \( t \geq 0 \), from which (ii) follows.

**Remark 6.6.2** The bounds in the assumptions for statement (ii) in Theorem 6.6.1 ensure that the rate at which the time-varying optimization changes is bounded. Indeed, the right-hand side of equation (6.22) is consistent: the larger (lower) these bounds, the larger (lower) the asymptotic tracking error. Moreover, the tracking is better the larger the contraction rate.
6.6.2 Time-varying distributed optimization

Our partial contraction analysis of Section 6.5 can be extended to prove new results of performance guarantees for the following time-varying distributed optimization problem

\[
\min_{x \in \mathbb{R}^{nN}} \sum_{i=1}^{N} f_i(x^i, t) \quad (L \otimes I_n) x = 0_{nN},
\]

where we consider a time-invariant connected undirected graph whose Laplacian matrix is \( L \), and set \( x = (x^1, \ldots, x^N)^\top \) with \( x^i \in \mathbb{R}^n \), with the following standing assumptions: for every \((x, t) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0}\), and for any \( i \in \{1, \ldots, N\}\)

(i) \( x \mapsto f_i(x, t) \) is twice continuously differentiable, uniformly strongly convex with constant \( \ell_{\inf,i} > 0 \), i.e., \( \nabla^2 f_i(x, t) \succeq \ell_{\inf,i} I_n \); and uniformly Lipschitz smooth with constant \( \ell_{\sup,i} > 0 \), i.e., \( \nabla^2 f_i(x, t) \preceq \ell_{\sup,i} I_n \);

(ii) \( t \mapsto \nabla f_i(x, t) \) is continuously differentiable.

Then, the associated primal-dual dynamics are

\[
\dot{x}^i = -\nabla_{x^i} f_i(x^i, t) - \sum_{j \in N_i} (\nu^j - \nu^i) \\
\dot{\nu}^i = \sum_{j \in N_i} (x^j - x^i)
\]

(6.26)

for \( i \in \{1, \ldots, N\} \). Given a fixed time \( t \), let \( x^* = \mathbb{1}_N \otimes x^*(t) \) with \( x^*(t) \) being the unique solution to the program \( \min_{x} \sum_{i=1}^{N} f_i(x, t) \). Then, \( (x^*(t))^t \) is a unique trajectory; however, there may exist multiple trajectories of the dual variables associated to the constraint in (6.25). Let \( \nu^* = (\nu^1(t), \ldots, \nu^N(t))^\top \) be any dual variable obtained by solving the problem (6.25) for a fixed \( t \). Then, we define the time-varying set of optimizers
as:

\[ M(t) = \{ (x, \nu) \in \mathbb{R}^{nN} \times \mathbb{R}^{nN} | V(x - 1_N \otimes x^*(t), \nu - \nu^*(t))^\top = (0_{nN}, 0_{n(N-1)})^\top \} \]

where \( V = \text{diag}(I_{nN}, R \otimes I_n) \) with \( R \in \mathbb{R}^{N-1 \times N} \) as in the proof of Theorem 6.5.1. For convenience, let \( \ell_{\text{inf}} = (\ell_{\text{inf},1}, \ldots, \ell_{\text{inf},N}) \) and \( \ell_{\text{sup}} = (\ell_{\text{sup},1}, \ldots, \ell_{\text{sup},N}) \); and for \( 0 < \epsilon < 1 \), we define

\[
\tilde{\alpha}_\epsilon := \frac{\epsilon \min_{i \in \{1, \ldots, N\}} \ell_{\text{inf},i}}{\lambda_N^2 + \frac{3}{4} \lambda_N \lambda_2^2 + \|\ell_{\text{sup}}\|_\infty^2} > 0
\]

where \( \tilde{A}^* = (\Lambda R) \otimes I_n \), with \( \Lambda = \text{diag}(\lambda_2, \ldots, \lambda_N) \) containing the nonzero eigenvalues of \( L \) in nondecreasing order. The following result establishes the performance of the primal-dual dynamics at tracking the time-varying set of optimizers.

**Theorem 6.6.3 [Contraction analysis of time-varying distributed primal-dual dynamics]** Consider the time-varying optimization problem (6.25), its standing assumptions, and its associated primal-dual dynamics (6.26). Set \( z(t) := V(x(t), \nu(t))^\top \) and \( z^*(t) := V(x^*(t), \nu^*(t))^\top \).

(i) The system associated to \( \dot{z} \) is contractive with respect to \( \|\cdot\|_{2, \tilde{P}^{1/2}} \) with rate \( c := \frac{3 \lambda_2^2}{4 \lambda_N + 1} \).

Moreover, for any \( t \geq 0 \), if \( \|\nabla f_i(x, t)\|_2 \leq \beta_{1,i} \) for some positive constant \( \beta_{1,i} \) and any \( i \in \{1, \ldots, N\} \), then,
(ii)

\[
\|z(t) - z^*(t)\|_{2,\tilde{\alpha}/2} \leq \left(\|z(0) - z^*(0)\|_{2,\tilde{\alpha}/2} - \frac{\rho}{c}\right)e^{-ct} + \frac{\rho}{c}, \tag{6.28}
\]

i.e., the tracking error is asymptotically bounded by \( \frac{\rho}{c} \) with

\[
\rho = \lambda_{\max}(P)\frac{\|\beta_1\|_1}{\ell_{\inf}}N + \lambda_{\max}(P)\frac{\|\beta_1\|_1}{\lambda_2} \left(\frac{\|\ell_{\sup}\|_\infty}{\ell_{\inf}} + 1\right). \tag{6.29}
\]

Proof: Define \( f(x(t), t) := \sum_{i=1}^{N} f_i(x^i(t), t) \); then

\[
\dot{z} = \begin{bmatrix}
-\nabla f(x(t), t) - (L \otimes I_n)\nu(t) \\
(\Lambda R \otimes I_n)x(t)
\end{bmatrix}.
\]

Then, decomposing \( (x(t), \nu(t))^\top = U(x(t), \nu(t))^\top + V^\top z \) where \( U = I_{n(2N-1)} - V^\top V \) is a projection matrix, we use the chain rule and obtain that the Jacobian for this system is

\[
\begin{bmatrix}
-\nabla^2 f(x(t), t) & -(R^\top \Lambda \otimes I_n) \\
(\Lambda R \otimes I_n) & 0_{n(N-1) \times n(N-1)}
\end{bmatrix},
\]

so then, based on our standing assumptions, using Proposition 6.2.1 and following a similar proof to Theorem 6.5.1, we obtain that this system is contractive as in item (i).

Now we prove statement (ii). The KKT conditions that the optimizers \( x^*(t) \) and \( \nu^*(t) \) must satisfy (i.e., the equilibrium equation of the system (6.26)), for any \( t \), are

\[
0_{nN} = -\nabla f(x^*(t), t) - (L \otimes I_n)\nu^*(t) \tag{6.30}
\]

\[
0_{nN} = (L \otimes I_n)x^*(t). \tag{6.31}
\]
Now, observe that (6.31) and (6.30) \( \implies \mathbf{x}^*(t) = \mathbf{1}_N \otimes x^*(t) \) with \( x^*(t) \) being the first \( nN \) coordinates of any element of \( \mathcal{M}(t) \). Moreover, by left multiplying (6.31) with \( \mathbf{1}_n^\top \otimes I_n \), we obtain that \( 0_n = \sum_{i=1}^N \nabla x^i f_i(x^*(t), t) \). Then, the Implicit Function Theorem \([2, \text{Theorem 2.5.7}]\) (akin to its use in the proof of Theorem 6.6.1) implies the curve \( t \mapsto x^*(t) \) is continuously differentiable for any \( t \in \mathbb{R}_{\geq 0} \).

Now, from (6.30) we obtain that \( 0_n(n-1) = (R \otimes I_n) \nabla f(x^*(t), t) + (\Lambda \otimes I_n)(R \otimes I_n) v^*(t) \). Defining \( y^*(t) := (R \otimes I_n) v^*(t) \), we get \( 0_n(n-1) = (R \otimes I_n) \nabla f(x^*(t), t) + (\Lambda \otimes I_n) y^*(t) \). Again, an application of the Implicit Function Theorem let us conclude that the solution \( (\mathbf{x}^*, t) \mapsto y^*(\mathbf{x}^*, t) \) is continuously differentiable for any \( (\mathbf{x}^*, t) \in \mathbb{R}^{nN} \times \mathbb{R}_{\geq 0} \); however, since \( t \mapsto \mathbf{x}^*(t) \) is continuously differentiable for any \( t \in \mathbb{R}_{\geq 0} \), then \( t \mapsto y^*(t) \) is continuously differentiable too.

Then, we can differentiate equation (6.30) and left multiply it by \( (\mathbf{1}_N^\top \otimes I_n) \) to obtain

\[
\dot{x}^*(t) = -\left( \sum_{i=1}^N \nabla^2 x^i f_i(x^*(t)) \right)^{-1} \sum_{i=1}^N \nabla x^i f_i(x^*(t), t)).
\]

Recall that \( RL = \Lambda R \). Then, since \( y^* \) is continuously differentiable, we differentiate equation (6.30) and left multiply it by \( (R \otimes I_n) \) to obtain

\[
y^*(t) = -(\Lambda^{-1} R \otimes I_n)(\nabla^2 f(x^*(t), t)(\mathbf{1}_N \otimes h_1(x^*(t)) + \nabla f(x^*(t), t))).
\]

Therefore, observe that \( \|\dot{x}^*(t)\|_2 \leq \frac{1}{\sum_{i=1}^N \ell_{\text{inf},i}} \sum_{i=1}^N \beta_{1,i} = \frac{\|\beta_t\|_1}{\|\ell_{\text{inf}}\|_1} \), and \( \dot{x}^*(t) = \mathbf{1}_N \otimes \dot{x}^*(t) \). Moreover, \( \|\dot{y}^*(t)\|_2 \leq \frac{1}{\|\beta_t\|_1} (\|\ell_{\sup}\|_\infty \|\dot{x}^*(t)\|_2 + \|\beta_t\|_1) \), where we used: \( \|\nabla f(x^*(t), t)\|_2 \leq \sum_{i=1}^N \|\nabla x^i f_i(x^*(t))\|_2 \), and \( \|\Lambda^{-1} R \otimes I_n\|_2 = \sqrt{\lambda_{\text{max}}(\Lambda^{-2} \otimes I_n)} = \frac{1}{\lambda_2} \).

Now, for any \( t \), let \( (a_1(t), a_2(t)) \in \mathcal{M}(t) \). Note that, no matter which element of \( \mathcal{M} \) we choose, \( a_1(t) = \mathbf{1}_N \otimes x^*(t) \) and so it is uniquely defined for any \( t \) and we also know it is differentiable. Now, note that \( a_2(t) = \gamma(t) + \mathbf{1}_N \otimes \alpha \), with \( \alpha \in \mathbb{R}^n \) and some uniquely
defined $\gamma(t)$; and note that $(R \otimes I_n) a_2(t) = (R \otimes I_n) \gamma(t)$ for any $t$. Therefore $(R \otimes I_n) a_2(t)$ is uniquely defined for any $t$ and we also know is differentiable. In conclusion, the trajectory $((a_1(t), (R \otimes I_n) a_2(t)))_{t \geq 0} = (V(a_1(t), a_2(t))^\top)_{t \geq 0}$ is unique and $t \mapsto V(a_1(t), a_2(t))^\top$ is a continuously differentiable curve.

Since the system associated to $\dot{z}$ is contractive and the curve, as we just proved above, $t \mapsto z^*(t) := V(x^*(t), \nu^*(t))^\top$ is unique and differentiable, we set $\Delta(t) := \|z(t) - z^*(t)\|_{2, P^{1/2}}$ and use the result in item [i] and [132] Lemma 2 to obtain the differential inequality

$$
\dot{\Delta}(t) \leq -c \Delta(t) + \left\| \frac{d}{dt} ((R \otimes I_n) \nu^*(t)) \right\|_{2, P^{1/2}} \\
\leq -c \Delta(t) + \lambda_{\max}(P)(N \left\| \dot{x}^*(t) \right\|_2 + \left\| \dot{z}^*(t) \right\|_2).
$$

Finally, replacing our previous results and using the Comparison Lemma [94] conclude the proof for [ii].

Remark 6.6.4 As in Remark 6.6.2, there is consistency on the right-hand side of equation (6.29).

6.7 Conclusion

Primal-dual (PD) dynamics associated to linear equality constrained optimization problems are studied in centralized, distributed and time-varying cases. Contraction theory provides an overarching analysis of the dynamical behavior and performance for all these cases of PD dynamics. As future work, we plan to design controllers that can improve the PD solver’s tracking properties in the time-varying setting. We also plan to study distributed PD solvers for globally coupled linear equation constraints and PD
solvers in nonsmooth domains.

6.8 Appendix

6.8.1 Proof of Proposition 6.2.1

We remark that the proof of Proposition 6.2.1 is complementary to the one given (for a slightly different case) in [23, Theorem 3.6]).

Proof: Let

\[ P := \begin{bmatrix} -B & -A^T \\ A & 0_{m \times m} \end{bmatrix} \]

be the matrix in the proposition statement. First, note that \( \Re(\lambda(P)) \leq \mu_2(P) = 0 \).

Therefore, every eigenvalue of \( P \) has non-positive real part. We first show that \( P \) has no eigenvalue equal to zero. Note that by the Schur complement determinant identity, we have \( \det(P) = \det(-B) \det(-AB^{-1}A^T) \). Note that \( B \succeq b_1 I_n \), therefore \( \det(-B) \neq 0 \).

Also, note that \( B^{-1} \succeq b_2^{-1} I_n \); and thus \( AB^{-1}A^T \succeq A(b_2^{-1} I_n)A^T = b_2^{-1} AA^T \succ 0 \), where the last inequality follows from \( AA^T \) being invertible. This implies that \( \det(-AB^{-1}A^T) \neq 0 \).

As a result, \( \det(P) \neq 0 \) and \( P \) has no zero eigenvalue. Now we show that \( P \) is Hurwitz. Assume that \( \lambda = i \eta \) is an eigenvalue of \( P \) with zero real part. This means that, there exists \( u \in \mathbb{C}^n \) and \( v \in \mathbb{C}^m \) such that

\[ \begin{bmatrix} -B & -A^T \\ A & 0_{m \times m} \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = i \eta \begin{bmatrix} u \\ v \end{bmatrix}. \tag{6.32} \]

Multiplying this equation from the left by \([u^H, v^H]\), we get

\[ \Re \left( \begin{bmatrix} u^H & v^H \end{bmatrix} \begin{bmatrix} -B & -A^T \\ A & 0_{m \times m} \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} \right) = 0. \]
This implies that $\Re(u^H Bu) = 0$. Assume that $u = \theta_1 + i\theta_2$, where $\theta_1, \theta_2 \in \mathbb{R}^n$. Then $\Re(u^H Bu) = 0$ is equivalent to $\theta_1^T B \theta_1 + \theta_2^T B \theta_2 = 0$. Since $B \succeq b_1 I_n$, we get that $u = 0_n$. As a result, the equation (6.32) can be written as the system $A^T v = 0_n$ and $v = 0_k$. This implies that if \[
abla \in \mathbb{C}^{n+m} \text{ is an eigenvector associated to the eigenvalue } \lambda = i\eta, \text{ then} \]
\[
abla = 0_{n+m}. \text{ Thus, the matrix } P \text{ has no eigenvalue with zero real part. Therefore, the real part of every eigenvalue of } P \text{ is negative and the matrix } P \text{ is Hurwitz.} \]

### 6.8.2 A simple generalization of [113, Lemma 6]

**Lemma 6.8.1 (Convergence of weakly contractive systems)** Consider the dynamical system $\dot{x} = f(x, t), x \in \mathbb{R}^n$, where $f$ is continuously-differentiable with respect to $x$ and weakly contractive respect to some norm $\|\cdot\|$, and let $x^*$ be an equilibrium for the system, i.e., $f(x^*, t) = 0_n$, for every $t \geq 0$. Then $x^*$ is locally asymptotically stable if and only if it is globally asymptotically stable.

**Proof:** We only prove the nontrivial implication: if $x^*$ is locally asymptotically stable then it is globally asymptotically stable. Since $x^*$ is a locally asymptotically stable equilibrium point for the dynamical system, then there exists $\epsilon > 0$, such that, for every $y \in \overline{B}(x^*, \epsilon)$ we have $\phi(t, 0, y) \to x^*$ as $t \to \infty$. Note that, for every $z \in \overline{B}(x^*, \epsilon)$, there exists $T_z$ such that $\phi(T_z, 0, z) \in \overline{B}(x^*, \epsilon/2)$. Using the fact that the closed ball $\overline{B}(x^*, \epsilon)$ is compact, we get that, there exists $T$ such that, for every $z \in \overline{B}(x^*, \epsilon)$, we have $\phi(T, 0, z) \in \overline{B}(x^*, \epsilon/2)$. Suppose that $t \mapsto x(t)$ is a trajectory of the dynamical system. Assume that $y \in \partial B(x^*, \epsilon)$ is a point on the straight line connecting $x(0)$ to the unique equilibrium point $x^*$. Then we have $\|x(T) - x^*\| \leq \|x(T) - \phi(T, 0, y)\| + \|\phi(T, 0, y) - x^*\| \leq \|x(0) - y\| + \epsilon/2 = \|x(0) - x^*\| - \epsilon/2$. Therefore, after time $T$,
$t \mapsto \|x(t) - x^*\|$ decreases by $\epsilon/2$. As a result, there exists a finite time $T_{\inf}$ such that, for every $t \geq T_{\inf}$, we have $x(t) \in B(x^*, \epsilon)$. Since $B(x^*, \epsilon)$ is in the region of attraction of $x^*$ the trajectory $t \mapsto x(t)$ converges to $x^*$.
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