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Abstract. Our recent work [28] proposes the DeGroot-Friedkin dynamical model for the analysis4
of social influence networks. This dynamical model describes the evolution of self-appraisals in a5
group of individuals forming opinions in a sequence of issues. Under a strong connectivity assumption,6
the model predicts the existence and semi-global attractivity of equilibrium configurations for self-7
appraisals and social power in the group.8

In this paper, we extend the analysis of the DeGroot-Friedkin model to two general scenar-9
ios where the interpersonal influence network is not necessarily strongly connected and where the10
individuals form opinions with reducible relative interactions. In the first scenario, the relative inter-11
action digraph is reducible with globally reachable nodes; in the second scenario, the condensation12
of the relative interaction digraph has multiple aperiodic sinks. For both scenarios, we provide the13
explicit mathematical formulations of the DeGroot-Friedkin dynamics, characterize their equilibrium14
points, and establish their asymptotic attractivity properties. This work completes the study of the15
DeGroot-Friedkin model with most general social network settings and predicts that, under all pos-16
sible interaction topologies, the emerging social power structures are determined by the individuals’17
eigenvector centrality scores.18
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1. Introduction. Originated from structural social psychology, the develop-22

ment of social networks has a long history combining concepts from psychology,23

sociology, anthropology, and mathematics. Recently, motivated by the popularity24

of online social networks and encouraged by large corporate and government invest-25

ments, social networks have attracted extensive research interest from natural and26

engineering sciences. Though classic studies on social networks mainly focused on27

static analyses of social structures [15, 42], much ongoing interest in this field lies28

on dynamic models [1, 26, 31, 40] and includes, for example, the study of opinion29

formation [2, 6, 12, 21, 34, 38], social learning [3, 23], social network sensing [41] and30

information propagation [16,30,36].31

Among the investigations of social networks, opinion dynamics draw considerable32

attention as it focuses on the basic problem of how individuals are influenced by the33

presence of others in a social group [4]. In particular, the available empirical evi-34

dence suggests that individuals update their opinions as convex combinations of their35

own and others’ displayed opinions, based on interpersonal accorded weights. This36

convex combination mechanism is considered as a fundamental “cognitive algebra” of37

heterogeneous information [5] and appears in the early seminal works by French [18],38

Harary [24], and DeGroot [14].39

Related to the field of opinion dynamics, the theory of social influence net-40

works [21] presents a formalization of the social process of attitude change via en-41

dogenous interpersonal influence among a social group. This theory focuses on the42

∗This material is based upon work supported by the U. S. Army Research Laboratory and the
U. S. Army Research Office under grants number W911NF-15-1-0274 and W911NF-15-1-0577. The
content of the information does not necessarily reflect the position or the policy of the Government,
and no official endorsement should be inferred.
†Center for Control, Dynamical Systems and Computation, University of California

at Santa Barbara, Santa Barbara, CA (pjia@engineering.ucsb.edu, friedkin@soc.ucsb.edu,
bullo@engineering.ucsb.edu)

1

This manuscript is for review purposes only.

mailto:pjia@engineering.ucsb.edu
mailto:friedkin@soc.ucsb.edu
mailto:bullo@engineering.ucsb.edu


evolution of self-appraisal, social power (i.e., influence centrality) and interpersonal in-43

fluence for a group of individuals who discuss and form opinions about multiple issues.44

In particular, social power evolves when individuals’ accorded interpersonal influence45

is modified in positive correspondence with their prior relative control over group issue46

outcomes. Such a reflected appraisal mechanism was summarized by Friedkin [19] and47

validated by empirical data [20]: individuals’ self-appraisals are elevated or dampened48

based upon their relative power and their influence accorded to others.49

Our recent work [28] introduces the DeGroot-Friedkin model, that is, a theoretical50

model of social influence network evolution that combines (i) the averaging rule by51

DeGroot [14] to describe opinion formation processes on a single issue and (ii) the52

reflected appraisal mechanism by Friedkin [19] to describe the dynamics of individuals’53

self-appraisals and social power across an issue sequence. Given a constant set of54

irreducible relative interpersonal weights (i.e., a strongly connected relative interaction55

network), the DeGroot-Friedkin model predicts the evolution of the influence network56

and the opinion formation process. This nonlinear model shows that the social power57

ranking among individuals is asymptotically equal to their centrality ranking, that58

social power tends to accumulate at the top of the hierarchy, and that an autocratic59

(resp. democratic) power structure arises when the centrality scores are maximally60

non-uniform (resp. uniform). In other words, the results for the DeGroot-Friedkin61

model suggest that influence networks evolve toward a concentration of social power62

over issue outcomes.63

This article aims to extend the previous work on the DeGroot-Friedkin model64

to social groups associated with reducible relative interaction digraphs and complete65

the characterization of the DeGroot-Friedkin dynamical system in the most general66

network settings. The consideration of reducible networks is a very useful extension of67

the mathematical treatment evolving social networks, because many real social groups68

and networks are not strongly connected. Reducibility is encouraged by homophily69

and the existence of multiple stubborn agents. Thus, this article moves towards70

greater realism and widens the scope of analysis. It is interesting and meaningful to71

investigate whether the social power configurations converge in general and whether72

the social power accumulates regardless of the strong connectivity of the networks.73

In particular, we consider two classes of reducible networks: (i) the associated di-74

graph of the relative interaction network is reducible with globally reachable nodes75

(i.e., there exist some individuals in such a social network to which any other indi-76

vidual accords positive influence weight directly or indirectly through the network);77

(ii) the associated digraph of the relative interaction network does not have any glob-78

ally reachable nodes and its associated condensation digraph has multiple aperiodic79

sinks. The main technical difficulties arise twofold. First, we need to redefine the80

DeGroot-Friedkin model on reducible networks, as the central systemic parameters,81

the centrality scores may include zero value on the digraphs of case (i) above, or the82

centrality scores are not well defined for the whole network on the digraphs of case83

(ii). Second, as the DeGroot-Friedkin dynamical systems appear in different mathe-84

matical formations in reducible digraphs compared to the original work [28], we have85

to analyze and re-examine the existence and convergence properties of the equilibria86

for the new nonlinear systems.87

The main contributions of this paper are as follows. We analyze the DeGroot-88

Friedkin model on two classes of reducible social networks, provide the explicit and89

concise mathematical formulations of the reflected appraisal mechanism for both cases,90

and characterize the existence and asymptotic convergence properties of their equi-91

librium points. In particular, for the first class of reducible networks (with globally92
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reachable nodes), we show that the DeGroot-Friedkin model has equilibrium points93

and convergence properties that are similar to those of the strongly connected net-94

works. The final values of social power are independent of the initial states and95

depend uniquely upon the relative interpersonal weights or, more precisely, upon the96

eigenvector centrality scores generated from these weights. For the second class of re-97

ducible networks (without globally reachable nodes), the social power equilibrium still98

uniquely depends upon the relative interaction digraph. Precisely, at equilibrium, the99

sink components in the associated digraphs share all social power whereas the remain-100

ing nodes have zero power. This unique equilibrium is globally attractive. Moreover,101

to our best knowledge, the convergence of the DeGroot model on networks without102

globally reachable nodes has been little discussed in the literature. Once again, our103

results are consistent with the “iron law of oligarchy” postulate [33] in social organi-104

zations about the concentration of social power. Finally, we numerically illustrate our105

results by applying the DeGroot-Friedkin model to the Sampson’s monastery network,106

that is, a well-known example of a reducible network.107

Paper organization. The rest of the paper is organized as follows. Section 2108

briefly reviews the DeGroot-Friedkin model and its dynamical properties in strongly109

connected social networks. Section 3 includes the main results: subsection 3.1 char-110

acterizes the DeGroot-Friedkin model in reducible networks with globally reachable111

nodes; subsection 3.2 characterizes the DeGroot-Friedkin model in reducible networks112

without globally reachable nodes and presents a numerical study of the DeGroot-113

Friedkin model on Sampson’s monastery network. Section 4 contains our conclusions114

and all proofs are in the Appendices.115

Notation. For a vector x ∈ Rn, x ≥ 0 and x > 0 denote component-wise in-116

equalities, and xT denote its transpose. We adopt the shorthands 1n = [1, . . . , 1]T117

and 0n = [0, . . . , 0]T . For i ∈ {1, . . . , n}, we let ei be the ith basis vector with all118

entries equal to 0 except for the i-th entry equal to 1. Given x = [x1, . . . , xn]T ∈ Rn,119

we let diag(x) denote the diagonal n×n matrix whose diagonal entries are x1, . . . , xn.120

The n-simplex ∆n is the set {x ∈ Rn | x ≥ 0, 1T
nx = 1}; recall that the vertices of121

the simplex are the vectors {e1, . . . , en}. A non-negative matrix is row-stochastic (re-122

spectively, doubly-stochastic) if all its row sums are equal to 1 (respectively, all its row123

and column sums are equal to 1). For a non-negative matrix M = {mij}i,j∈{1,...,n},124

the associated digraph G(M) of M is the directed graph with node set {1, . . . , n} and125

with edge set defined as follows: (i, j) is a directed edge if and only if mij > 0. A126

non-negative matrix M is irreducible if its associated digraph is strongly connected;127

a non-negative matrix is reducible if it is not irreducible. An irreducible matrix M is128

aperiodic if it has only one eigenvalue of maximum modulus. A node of a digraph is129

globally reachable if it can be reached from any other node by traversing a directed130

path. A sink in a digraph is a node without outgoing edges. A subgraph H is a131

strongly connected component of a digraph G if H is strongly connected and any132

other subgraph of G strictly containing H is not strongly connected. The conden-133

sation digraph D(G) of G is defined as follows: the nodes of D(G) are the strongly134

connected components of G, and there exists a directed edge in D(G) from node H1135

to node H2 if and only if there exists a directed edge in G from a node of H1 to a136

node of H2. G has a globally reachable node if and only if D(G) has a single sink.137

2. Preliminary studies of the DeGroot-Friedkin model. In this section138

we will briefly introduce the previous work on the DeGroot-Friedkin model [28]. The139

mathematical formation of the model and its equilibrium and convergence properties140

for irreducible social networks will be applied in section 3 as a starting point.141
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2.1. The DeGroot-Friedkin model. The DeGroot-Friedkin model was moti-142

vated by the DeGroot’s opinion dynamics model on a single issue and the Friedkin’s143

reflected appraisal model over a sequence of issues.144

As discussed in the Introduction, the available empirical evidence and independent145

work by investigators from different disciplines have formulated opinion dynamics146

as convex combination mechanisms of heterogeneous information. One well-known147

model for opinion dynamics is the DeGroot model [14]. Consider a group of n ≥ 2148

individuals, each individual updates its opinion based upon others’ displayed opinions149

via the DeGroot model150

(1) y(t+ 1) = Wy(t), t = 0, 1, 2, . . . .151

Here the vector y ∈ Rn represents the individuals’ opinions. A row-stochastic weight152

matrix W = [wij ] ∈ Rn×n describes the social influence network among the individu-153

als, which satisfies wij ∈ [0, 1] for all i, j ∈ {1, . . . , n} and
∑n

j=1 wij = 1 for all i. This154

row-stochastic weight matrix assumption is inherited from the DeGroot model [14] and155

is consistent with Friedkin’s reflected appraisal model [19]. For interpersonal weights156

defined on real numbers, including negative numbers, the reader may be referred to157

the topic on balance theory [11,25] and our recent work [27], but we do not do so here.158

Each wij represents the interpersonal (influence) weight accorded by individual i to159

individual j. In particular, wii represents individual i’s self-weight (self-appraisal).160

For simplicity of notation, we adopt the shorthand xi = wii. Because 1 − xi is the161

aggregated allocation of weights to others, the influence matrix W is decomposed as162

(2) W (x) = diag(x) + (In − diag(x))C,163

where the matrix C is called relative interaction matrix such that the coefficients cij164

are the relative interpersonal weights that individual i accords to other individuals,165

and cii = 0. It is easy to verify that wij = (1 − xi)cij , and C is row-stochastic with166

zero diagonal as W is row-stochastic.167

If C is irreducible, then, by applying the Perron-Frobenius Theorem, the influence168

matrix W (x) admits a unique normalized left eigenvector w(x)T ≥ 0 associated with169

the eigenvalue 1, such that w(x) ∈ ∆n. We call w(x)T the dominant left eigenvector of170

W (x) and it satisfies limt→∞W (x)t = 1nw(x)T . Moreover, the DeGroot process (1)171

converges to an opinion consensus172

(3) lim
t→∞

y(t) =
(

lim
t→∞

W (x)t
)
y(0) =

(
w(x)T y(0)

)
1n.173

That is, the individuals’ opinions converge to a common value equal to a convex174

combination of their initial opinions y(0), where the coefficients w(x) mathematically175

describe each individual’s relative control, i.e., the ability to control issue outcomes.176

As claimed by Cartwright [10], this relative control is precisely a manifestation of177

individual social power.178

Different from the DeGroot model defined on a single issue, the DeGroot-Friedkin179

model focuses on the evolution of social power over an issue sequence, which is in-180

spired by the fact that social groups, like firms, deliberative bodies of government and181

other associations of individuals, may be constituted to deal with sequences of issues.182

Considering a group of n ≥ 2 individuals who discuss an issue sequence s ∈ Z≥0, the183

individuals’ opinions about each issue s are described by the DeGroot model184

(4) y(s, t+ 1) = W (x(s))y(s, t),185
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with given initial conditions yi(s, 0) for each individual i. By assuming an issue-186

independent C, the self-weights s 7→ x(s) evolve from issue to issue via Friedkin’s187

reflected appraisal model [19]. The Friedkin model assumes that the self-weight of an188

individual is updated, after each issue discussion, equal to the relative control over189

the issue outcome. That is190

(5) x(s+ 1) =
(

lim
t→∞

W (x(s))t
)T

1n/n = w(x(s)),191

where w(x(s))T is the dominant left eigenvector of the influence matrix W (x(s)).192

Notice that, for issue s ≥ 1, the self-weight vector x(s) necessarily takes value inside193

∆n. It is therefore natural to assume that x(s) takes value inside ∆n for all issues.194

By integrating the Friedkin model with the DeGroot model, we have195

Definition 1 (DeGroot-Friedkin model [28]). Consider a group of n ≥ 2 indi-196

viduals discussing a sequence of issues s ∈ Z≥0. Let the row-stochastic zero-diagonal197

irreducible matrix C be the relative interaction matrix encoding the relative interper-198

sonal weights among the individuals. The DeGroot-Friedkin model for the evolution199

of the self-weights s 7→ x(s) ∈ ∆n is200

x(s+ 1) = w(x(s)),201

where w(x(s)) ∈ ∆n and w(x(s))T is the dominant left eigenvector of the influence202

matrix W (x(s)),203

W (x(s)) = diag(x(s)) + (In − diag(x(s)))C.204

Let cT = [c1, . . . , cn] be the dominant left eigenvector of C. The explicit expression205

for the DeGroot-Friedkin model with irreducible C is established as follows.206

Lemma 2 (Explicit formulation of the DeGroot-Friedkin model [28]). For n ≥ 2,207

let cT be the dominant left eigenvector of the relative interaction matrix C ∈ Rn×n208

that is row-stochastic, zero-diagonal and irreducible. The DeGroot-Friedkin model is209

equivalent to x(s+ 1) = F (x(s)), where F : ∆n → ∆n is a continuous map defined by210

(6) F (x) =


ei, if x = ei for all i ∈ {1, . . . , n},( c1

1− x1
, . . . ,

cn
1− xn

)T/ n∑
i=1

ci
1− xi

, otherwise.
211

Note that we regard ci as an appropriate eigenvector centrality score of individual212

i in the digraph with adjacency matrix C, as the classic definition of eigenvector213

centrality score [7], i.e., the dominant right eigenvector of C, is not informative here.214

Lemma 2 implies that the dominant left eigenvector cT of the relative interaction215

matrix C plays a key role in the DeGroot-Friedkin model. Eigenvector centrality and216

its variations has been widely applied in social networks and other realistic networks217

to determine the importance of individuals (see e.g., [17,29,37]). Google’s PageRank218

algorithm [8] is also closely related to this concept. We refer the reader to [22] for a219

extensive survey of eigenvector centrality. This paper together with the original paper220

on the DeGroot-Friedkin model [28] claim eigenvector centrality as the elementary221

driver of social power evolution in sequences of opinion formation processes. It is also222

noted that the psychological assumption that C is issue-independent is relaxed in our223

recent work [20] and in the work [43].224
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2.2. Influence dynamics with irreducible relative interactions. The equi-225

librium and convergence properties of a DeGroot-Friedkin dynamical system associ-226

ated with an irreducible relative interaction matrix C is briefly introduced in this227

subsection.228

Given n = 2, C is always doubly-stochastic and, for any (x1, x2)T ∈ ∆2 with229

strictly-positive components, F satisfies F ((x1, x2)T ) = (x1, x2)T . We therefore dis-230

card the trivial case n = 2 for the following statements.231

Lemma 3 (DeGroot-Friedkin behavior with star topology [28]). For n ≥ 3, con-232

sider the DeGroot-Friedkin dynamical system x(s+ 1) = F (x(s)) defined by a relative233

interaction matrix C ∈ Rn×n that is row-stochastic, irreducible, and has zero diagonal.234

If C has star topology with center node 1, then235

(i) (Equilibria:) the equilibrium points of F are {e1, . . . , en}, and236

(ii) (Convergence property:) for all non-autocratic initial conditions x(0) ∈237

∆n \{e1, . . . , en}, the self-weights x(s) and the social power w(x(s)) converge238

to the autocratic configuration e1 as s→∞.239

That is to say, for a DeGroot-Friedkin model associated with star topology, the au-240

tocrat is predicted to appear on the center node.241

Theorem 4 (DeGroot-Friedkin behavior with stochastic interactions [28]). For242

n ≥ 3, consider the DeGroot-Friedkin dynamical system x(s + 1) = F (x(s)) defined243

by a relative interaction matrix C ∈ Rn×n that is row-stochastic, irreducible, and has244

zero diagonal. Assume that the digraph associated to C does not have star topology245

and let cT be the dominant left eigenvector of C. Then246

(i) (Equilibria:) the equilibrium points of F are {e1, . . . , en, x∗}, where x∗ lies247

in the interior of the simplex ∆n and the ranking of the entries of x∗ is equal248

to the ranking of the eigenvector centrality scores c, and249

(ii) (Convergence property:) for all non-autocratic initial conditions x(0) ∈250

∆n \{e1, . . . , en}, the self-weights x(s) and the social power w(x(s)) converge251

to the equilibrium configuration x∗ as s→∞.252

The DeGroot-Friedkin model in strongly connected networks predicts that the253

self-weight and social power for each individual asymptotically converges along the254

sequence of opinion formation processes, the equilibrium social power ranking among255

individuals coincides their eigenvector centrality ranking (that is to say, the entries256

of x∗ have the same ordering as that of c: if the centrality scores satisfy ci > cj ,257

then the equilibrium social power x∗ satisfies x∗i > x∗j , and if ci = cj , then x∗i = x∗j ),258

and the social power accumulation arises over issue discussions (see Proposition 4.2259

in [28]). The power accumulation is most evident in the star topology case: the center260

individual has all social power.261

3. Influence dynamics with reducible relative interactions. The main262

results in the previous work [28] (as repeated in section 2) rely on the assumption263

that the relative interaction matrix C is irreducible, i.e., the associated digraph is264

strongly connected. However, this assumption does not always hold and we may265

confront situations where C is reducible so that the social influence network is not266

strongly connected. We consider three exclusive cases for a reducible C.267

In subsection 3.1 we assume that the matrix C is reducible and its associated268

digraph has globally reachable nodes. Then C admits a unique dominant left eigen-269

vector, the DeGroot opinion dynamics (4) are always convergent, and the analysis of270

the DeGroot-Friedkin model is essentially similar to that for an irreducible matrix C.271

In subsection 3.2 we assume that the matrix C is reducible and its associated272
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condensation digraph has multiple aperiodic sinks. In this case, the modeling analysis273

for the DeGroot-Friedkin influence dynamics is not directly applicable because C has a274

left eigenvector with eigenvalue 1 corresponding to each sink. In our analysis below, we275

show that the DeGroot opinion dynamics (4) always converge , so that the DeGroot-276

Friedkin dynamics are well posed. We then establish the existence, uniqueness and277

attractivity of an equilibrium point even for this general setting.278

Finally, we do not analyze the third case where C has neither globally reachable279

nodes nor aperiodic sinks (in its associated condensation digraph). This third case280

is similar to the second case (analyzed in subsection 3.2) with, however, the added281

complication that the convergence of DeGroot opinion dynamics depends upon the282

value of the self-weights. Because the aperiodicity assumption does not appear to be283

overly restricting, we find this final third case is least interesting.284

3.1. Reducible relative interactions with globally reachable nodes. In285

this subsection we generalize Theorem 4 to the setting of reducible C with glob-286

ally reachable nodes. Recall that C is reducible if and only if G(C) is not strongly287

connected. Without loss of generality, assume that the globally reachable nodes are288

{1, . . . , g}, for g ≤ n, and let G(Cg) be the subgraph induced by the globally reachable289

nodes. One can show that there does not exist a row-stochastic matrix C with zero290

diagonal and a globally reachable node; if g = 1, then, by assuming that node 1 is291

the only globally reachable node, the self-weights converge to x∗ = x(1) = w(0) = e1292

for any initial conditions even if C is not well defined. We therefore assume g ≥ 2 in293

the following. For simplicity of analysis, we also assume that the subgraph G(Cg) is294

aperiodic (otherwise, the dynamics of opinions about a single issue may exhibit oscil-295

lations and not converge). Under these assumptions the DeGroot opinion dynamics296

is always convergent. Indeed, the matrix C admits a unique dominant left eigen-297

vector cT with the property that c1, . . . , cg are strictly positive and cg+1, . . . , cn are298

zero. Moreover, for x ∈ ∆n \ {e1, . . . , en}, there exists a unique w(x) ∈ ∆n such that299

w(x)TW (x) = w(x)T , wg+1(x) = · · · = wn(x) = 0, and limt→∞W (x)t = 1nw(x)T .300

In other words, opinion consensus is always achieved and the individuals who are not301

globally reachable in G(C) have no influence on the final opinion. Consequently, the302

DeGroot-Friedkin model is well defined via the reflected appraisal mechanism (5).303

Lemma 5 (DeGroot-Friedkin model with reachable nodes). For n ≥ g ≥ 2, con-304

sider the DeGroot-Friedkin dynamical system x(s + 1) = F (x(s)) associated with a305

relative interaction matrix C ∈ Rn×n which is row-stochastic, reducible and with zero306

diagonal. Let cT be the dominant left eigenvector of C and let {1, . . . , g} be the glob-307

ally reachable nodes of G(C). Assume that the globally reachable subgraph G(Cg) is308

aperiodic. Then the map F : ∆n → ∆n satisfies309

(7) F (x) =


ei, if x = ei, i ∈ {1, . . . , g},(
d1i, . . . , dgi, 0, . . . , 0, dii, 0, . . . 0

)T
, if x = ei, i ∈ {g + 1, . . . , n},( c1

1− x1
, . . . ,

cg
1− xg

, 0, . . . , 0
)T/∑g

i=1

ci
1− xi

, otherwise,

310

for appropriate strictly-positive scalars {d1i, . . . , dgi, dii}, i ∈ {g+1, . . . , n}. Moreover,311

the map F is continuous in ∆n \ {eg+1, . . . , en}.312

The proof of Lemma 5, together with the expression for {d1i, . . . , dgi, dii}, i ∈ {g+313

1, . . . , n}, is presented in Appendix A. Apparently, the irreducible relative interaction314

case described in Lemma 2 is a special case of Lemma 5 for g = n.315
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Theorem 6 (DeGroot-Friedkin behavior with reachable nodes). For n ≥ g ≥ 2,316

consider the DeGroot-Friedkin dynamical system x(s+ 1) = F (x(s)) under the same317

assumptions as in Lemma 5, described by (7). Then318

(i) in case g = 2, the equilibrium points of F are {(α, 1− α, 0, · · · , 0)T } for any319

α ∈ [0, 1], and for all initial conditions x(0) ∈ ∆n, the self-weights x(s) and320

the social power w(x(s)) converge to an equilibrium point in at most 2 steps;321

(ii) in case g ≥ 3 and G(Cg) has star topology with the center node 1, the equi-322

librium points of F are {e1, . . . , eg}, and for all initial conditions x(0) ∈323

∆n \ {e1, . . . , eg}, the self-weights x(s) and the social power w(x(s)) converge324

to e1 as s→∞;325

(iii) in case g ≥ 3 and G(Cg) does not have star topology, the equilibrium points326

of F are {e1, . . . , eg, x∗}, where x∗ ∈ ∆n \ {e1, . . . , en} satisfies: 1) x∗i > 0327

for i ∈ {1, . . . , g} and x∗j = 0 for j ∈ {g + 1, . . . , n}, and 2) the ranking of328

the entries of x∗ is equal to the ranking of the eigenvector centrality scores c;329

moreover, for all initial conditions x(0) ∈ ∆n \ {e1, . . . , eg}, the self-weights330

x(s) and the social power w(x(s)) converge to x∗ as s→∞;331

The social power accumulation occurred in the DeGroot-Friedkin dynamics with332

irreducible C is also observed here. The following proposition is parallel to an equiv-333

alent result for the case of irreducible relative interactions in our previous work [28].334

Proposition 7 (Power accumulation with reachable nodes). Consider the335

DeGroot-Friedkin dynamical system x(s + 1) = F (x(s)) under the same assump-336

tions as in Theorem 6 part (iii). There exists a unique threshold cthrshld := 1 −337

(
∑g

i=1
ci

1−x∗
i
)−1 ∈ [0, 1] such that338

(i) if cthrshld < 0.5, then every individual with a centrality score above the thresh-339

old (ci > cthrshld) has social power larger than its centrality score (x∗i > ci)340

and, conversely, every individual with a centrality score below the threshold341

(ci < cthrshld) has social power smaller than its centrality score (x∗i < ci);342

moreover, individuals with ci = cthrshld satisfy x∗i = ci;343

(ii) if cthrshld ≥ 0.5, then there exists only one individual with social power larger344

than its centrality score (x∗i > ci) and all other individuals have x∗i < ci;345

(iii) for any individuals i, j ∈ {1, . . . , g} with centrality scores satisfying ci > cj >346

0, the social power is increasingly accumulated in individual i compared to347

individual j, that is, x∗i /ci > x∗j/cj.348

Remark 8 (Interpretation of Theorem 6 and Proposition 7). According to The-349

orem 6, for a reducible row-stochastic C with m ≥ 3 globally reachable nodes, the350

vector of self-weights x(s) converges to a unique equilibrium value x∗ from all initial351

conditions, except the autocratic states. This equilibrium value x∗ is uniquely de-352

termined by the eigenvector centrality score c. Those nodes, which are not globally353

reachable, have zero self-weights and then zero social power in the equilibrium. If354

the topology among the globally reachable nodes is a star, then the autocrat is pre-355

dicted to appear on the center node. Otherwise, if the topology among the globally356

reachable nodes is not a star, then the entries of x∗ corresponding to the globally357

reachable nodes are strictly positive and have the same ranking as that of c. More-358

over, according to Proposition 7, an accumulation of social power is observed in the359

central nodes of the network. That is, individuals with the large centrality scores360

have an equilibrium social power that is larger than their respective centrality scores;361

in turn, the individual with the lowest centrality score has a lower equilibrium social362

power. Additionally, such a social power accumulation accelerates in the nodes with363
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larger centrality scores. (This property, as described in fact (iii) of Proposition 7, also364

holds for the DeGroot-Friedkin model with irreducible relative interactions, though365

it is not explicitly discussed in [28].) This accumulation phenomenon is especially366

evident for the star topology case: the center individual with ci = 0.5 has all social367

power and all other individuals have zero social powers. These claims are comparable368

to the previous results in the irreducible relative interaction case as demonstrated in369

subsection 2.2, and their proofs are presented in Appendices B and C, respectively.370

3.2. Reducible relative interactions with multiple sink components. In371

this subsection we generalize the treatment of the DeGroot-Friedkin model to the372

setting of reducible C without globally reachable nodes. Such matrices C have an373

associated condensation digraph D(G(C)) with K ≥ 2 sinks. Subject to the aperiod-374

icity assumption on each sink, the DeGroot opinion dynamical system still converges375

for each single issue, even though consensus is not achieved for generic initial opinions.376

In what follows, nk denotes the number of nodes in sink k, k ∈ {1, . . . ,K}, of the377

condensation digraph; by construction nk ≥ 2. (When nk = 1, the corresponding sink378

node never changes its opinion in issue discussions, and therefore, its self-weight and379

social power keep constant.) Assume that the number of nodes in G(C), not belonging380

to any sink in D(G(C)), is m, that is,
∑K

k=1 nk +m = n. After a permutation of rows381

and columns, C can be written as382

(8) C =


C11 0 . . . 0 0
0 C22 . . . 0 0
...

...
. . .

...
...

0 0 . . . CKK 0
CM1 CM2 . . . CMK CMM

 ,383

where the first (n − m) nodes belong to the sinks of D(G(C)) and the remaining384

m nodes do not. By construction each Ckk ∈ Rnk×nk , k ∈ {1, . . . ,K} is row-385

stochastic and irreducible. If Ckk is also aperiodic, then its dominant left eigenvector386

cTkk = (ckk1 , . . . , ckknk
) is unique and positive. Under these assumptions, the matrix387

C has the following properties: eigenvalue 1 has geometric multiplicity equal to K,388

the number of sinks in the condensation digraph D(G(C)); eigenvalue 1 is strictly389

larger than the magnitude of all other eigenvalues so that C is semi-convergent. Con-390

sequently, C has K dominant left eigenvectors associated with eigenvalue 1, denoted391

by ck
T ∈ Rn for k ∈ {1, . . . ,K}, with the properties that: ck ≥ 0,

∑n
i=1 c

k
i = 1,392

cki > 0 if and only if node i belongs to sink k, and cki = ckkj for j = i−
∑k−1

l=1 n`. We393

also denote x = (xT11, x
T
22, . . . , x

T
KK , x

T
MM )T , where xkk = (xkk1

, . . . , xkknk
)T ∈ Rnk394

are the self-weights associated with sink k. Similarly, xi = xkkj
for j = i−

∑k−1
l=1 n`.395

As mentioned in the beginning of this subsection, we first prove that the DeGroot396

opinion dynamics converge for each issue discussion, subject to the assumptions above397

(see details in the proof of Lemma 9). That is, limt→∞W (x(s))t exists for each s,398

but the limit is not necessarily equal to a rank-1 matrix (different from the previous399

cases of irreducible relative interactions or reducible relative interactions with globally400

reachable nodes). The reflected appraisal mechanism (5) still holds here, but the401

social power w(x) = (limt→∞W (x)t)T 1n/n does not satisfy the property that w(x)T402

is the dominant left eigenvector of W (x). Now we are ready to discuss the DeGroot-403

Friedkin model with multiple sink components. The proofs of the following results404

are postponed to Appendices D to F.405
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Lemma 9 (DeGroot-Friedkin model with multiple sinks). For n ≥ 4, consider406

the DeGroot-Friedkin dynamical system x(s+ 1) = F (x(s)) associated with a relative407

interaction matrix C ∈ Rn×n. Assume that the condensation digraph D(G(C)) con-408

tains K ≥ 2 aperiodic sinks and that C is written as in equation (8). Then the map409

F : ∆n → ∆n satisfies410

(9) F (x) =

{(
d1i, . . . , dni

)T
, if x = ei, i ∈ {n−m+ 1, . . . , n},(

F11(x)T , . . . , FKK(x)T , 0, . . . , 0
)T
, otherwise.

411

Here the non-negative scalars dji, j, i ∈ {1, . . . , n} are strictly positive precisely when412

j = i or j belongs to a sink of D(G(C)). The maps Fkk : ∆n \ {en−m+1, . . . , en} →413

Rnk , k ∈ {1, . . . ,K}, are defined by414

(10) Fkk(x) =


ζk(x)ei, if xkk = ei ∈ ∆nk

, i ∈ {1, . . . , nk},

ζk(x)
( ckk1

1− xkk1

, . . . ,
ckknk

1− xkknk

)T/( nk∑
i=1

ckki

1− xkki

)
, otherwise,

415

where the functions ζk : ∆n\{en−m+1, . . . , en} → R, for k ∈ {1, . . . ,K}, are appropri-416

ate positive functions satisfying
∑K

k=1 ζk(x) = 1 for all x. Moreover, F is continuous417

in ∆n \ {en−m+1, . . . , en}.418

Theorem 10 (DeGroot-Friedkin behavior with multiple sinks). For n ≥ 4, con-419

sider the DeGroot-Friedkin dynamical system x(s + 1) = F (x(s)) under the same420

assumptions as in Lemma 9, described by (9) and (10). Then421

(i) (Social power of sinks:) for all s ≥ 2, ζk(x(s)), the sum of the individual422

self-weights in each sink k ∈ {1, . . . ,K}, is constant, i.e., ζ∗k = ζk(x(2));423

(ii) (Equilibrium:) there exists a unique equilibrium point x∗ of F satisfying424

(ii.1) if node i, i ∈ {1, . . . , n}, does not belong to any sink, then xi(s) = x∗i = 0425

for all s ≥ 2,426

(ii.2) if node i, i ∈ {1, . . . , n}, belongs to sink k ∈ {1, . . . ,K} and nk = 2,427

then x∗i = ζ∗k/2, and428

(ii.3) if node i, i ∈ {1, . . . , n}, belongs to sink k ∈ {1, . . . ,K} and nk ≥ 3,429

then x∗i > 0; moreover, the ranking of the entries of x∗kk is equal to the430

ranking of the eigenvector centrality scores ckk in the same sink k;431

(iii) (Convergence of Self-weights:) for all initial conditions x(0) ∈ ∆n, the432

self-weights x(s) and the social power w(x(s)) converge to x∗ as s→∞;433

Finally, for all initial conditions x(0) ∈ ∆n, at each issue discussion s ≥ 1, the434

influence matrix W (x(s)) has K dominant left eigenvectors, denoted by w1T (s), . . . ,435

wKT
(s) ∈ ∆n, with the properties that436

(iv) (Convergence of Influence:) for k ∈ {1, . . . ,K} and i ∈ {1, . . . , n},437

wk
i (s) > 0 if and only if node i belongs to sink k, and wk

i (s) converges to438

x∗i /ζ
∗
k as s→∞ if node i belongs to sink k.439

Note that w(x(s)) in fact (iii) of Theorem 10 does not have the property that440

w(x(s))T is the dominant left eigenvector of W (x(s)).441

Remark 11 (Interpretation of Theorem 10). According to Theorem 10, the self-442

weight equilibrium is still uniquely determined by the relative interactions C. The443

sink components of G(C) share all social power after at most two issue discussions444

and the rest nodes have zero power. Moreover, the sink social powers remain constant445

(uniquely determined by C) after at most three issue discussions. If a sink component446
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includes two nodes, then those nodes have equal social powers in the equilibrium,447

independent of initial conditions. Otherwise, if a sink component includes at least448

three nodes, then those nodes have strictly-positive self-weights in the equilibrium449

(even for the sink component with a star topology) and their self-weights have the450

same ranking as that of their centrality scores.451

Remark 12 (DeGroot-Friedkin behavior with disconnected components). In an452

extreme case where all entries of one matrix CMk, k ∈ {1, . . . ,K} are equal to 0,453

the corresponding component associated with Ckk is then disconnected from the rest454

of the network. If such a Ckk is row-stochastic, irreducible and aperiodic, then the455

analysis in Theorem 10 holds similarly. That is to say, for all initial states x(0) ∈ ∆n,456

(i) the sum of the individual self-weights in the k-th component associated with457

Ckk is equal to nk/n for all s ≥ 1 where nk is the cardinality of the component;458

(ii) the equilibrium of the DeGroot-Friedkin dynamics on the k-th component is459

uniquely determined, and the self-weight xi of each node i in the component460

satisfies: 1) if nk = 2, then lims→∞ xi(s) = x∗i = 1/n; 2) if nk ≥ 3, then461

lims→∞ xi(s) = x∗i > 0, and for any other node j that belongs to the same462

component as i, cki > ckj implies x∗i > x∗j and cki = ckj implies x∗i = x∗j .463

Remark 13 (Eigenvector centrality). We may regard ζ∗kckk as the revised indi-464

vidual eigenvector centrality scores in sink k. A node has zero eigenvector centrality465

score if it does not belong to any sink. When the number of the sinks is K ≥ 2, we466

have ζ∗kckki
< 0.5 for any sink k ∈ {1, . . . ,K} with at least two nodes. Consequently,467

the star topology in a sink does not correspond to an equilibrium point on the center468

vertex as previously discussed in Lemma 3 and Theorem 6.469

Furthermore, the social power accumulation is observed by comparing the revised470

eigenvector centrality scores ζ∗kckk and the equilibrium self-weights x∗kk.471

Proposition 14 (Social power accumulation with multiple sinks). Consider the472

DeGroot-Friedkin dynamical system x(s + 1) = F (x(s)) under the same assump-473

tions as in Theorem 10 part (ii.3). There exists a unique threshold cthrshld
k :=474

1− (
∑nk

i=1

ckki

1−x∗
kki

)−1 such that475

(i) if cthrshld
k < 0.5, then every individual with a revised centrality score above the476

threshold (ζ∗kckki
> cthrshld

k) has social power larger than its revised centrality477

score (x∗kki
> ζ∗kckki

) and, conversely, every individual with a revised central-478

ity score below the threshold (ζ∗kckki < cthrshld
k) has social power smaller479

than its revised centrality score (x∗kki
< ζ∗kckki

); moreover, individuals with480

ζ∗kckki
= cthrshld

k satisfy x∗kki
= ζ∗kckki

;481

(ii) if cthrshld
k ≥ 0.5, then there exists only one individual with social power larger482

than its revised centrality score (x∗kki
> ζ∗kckki) and all other individuals have483

x∗kki
< ζ∗kckki

.484

(iii) for any individuals i, j ∈ {1, . . . , nk} with centrality scores satisfying ckki
>485

ckkj
> 0, the social power is increasingly accumulated in individual i compared486

to individual j, that is, x∗kki
/ckki > x∗kkj

/ckkj .487

An example application to Sampson’s monastery network. The social in-488

teractions among a group of monks in an isolated contemporary American monastery489

were investigated by Sampson [39]. Based on his observations and experiments, Samp-490

son collected a variety of experimental information on four types of interpersonal re-491

lations: Affect, Esteem, Influence, and Sanctioning. Each of 18 respondent monks492

ranked their first three choices on these relations, where 3 indicates the highest or493
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first choice and 1 indicates the last choice in the presented interaction matrices. Some494

subjects offered tied ranks for their top five choices. Here we focus on a monastery495

social structure from the ranking of the most esteemed members in Sampson’s em-496

pirical data. The underlying empirical matrix has been normalized to conform to the497

relative interaction matrix C employed in this paper as follows:498

C =



0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 .125 0 0 0 .375 0 0 .25 .25 0 0 0 0
0 0 0 0 0 0 .33 .5 .17 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 .143 .428 0 0 .143 0 .286 0 0 0 0 0
0 0 0 0 0 0 0 0 .167 0 0 0 0 .33 .5 0 0 0
0 0 0 0 0 0 0 .33 0 .5 0 0 .167 0 0 0 0 0
0 0 0 .5 0 0 0 0 0 0 0 .167 .33 0 0 0 0 0
0 0 0 .22 .22 0 0 0 0 0 0 .33 0 .11 .11 0 0 0
0 0 .3 .2 0 .2 0 0 0 0 0 0 .2 .1 0 0 0 0
0 0 0 .375 0 0 0 0 0 0 0 0 .25 .25 .125 0 0 0
0 0 .5 0 0 0 0 .33 0 0 0 0 .167 0 0 0 0 0
0 0 .33 .5 0 0 0 .167 0 0 0 0 0 0 0 0 0 0
0 0 .5 .33 0 .167 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 .375 .125 0 0 0 0 0 0 0 .25 .125 .125 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 .167 .5 .33 0 0 0
0 0 0 0 0 0 0 0 0 0 0 .167 0 .5 .33 0 0 0
.125 0 .25 .25 0 .375 0 0 0 0 0 0 0 0 0 0 0 0



.499

The condensation digraph associated with C includes two sinks: sink 1 consists of500

the nodes {1, 2}, and sink 2 consists of the nodes {3, . . . , 15}, see Figure 1. The501

corresponding two dominant left eigenvectors of C are:502

c1
T

= [0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0],503

c2
T

= [0 0 0.1184 0.2060 0.0127 0.0407 0.0705 0.1677 0.0411 0.0796 . . .504

0.0018 0.0417 0.1314 0.0597 0.0287 0 0 0].505

1 2
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14

7

8

13

12

11

9

6

10

Sink 1

Sink 2

Fig. 1. Sampson’s monastery network

We simulated the DeGroot-Friedkin model on this monastery network with ran-506

domly selected initial states x(0) ∈ ∆18. The simulation shows that all dynamical507

trajectories converge to a unique equilibrium self-weight vector x∗, given by508

x∗ = [0.0590 0.0590 0.1029 0.2009 0.0100 0.0328 0.0583 0.1547 . . .509

0.0331 0.0665 0.0014 0.0336 0.1158 0.0490 0.0229 0 0 0]T .510

Meanwhile, ζ∗1 = 0.118, ζ∗2 = 0.882, the revised eigenvector centrality scores, denoted511
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by cr, can be calculated as follows:512

cr = ζ∗1 c
1 + ζ∗2 c

2 = [0.0590 0.0590 0.1044 0.1817 0.0112 0.0359 0.0622 0.1479 . . .513

0.0363 0.0702 0.0016 0.0368 0.1159 0.0527 0.0253 0 0 0]T ,514

and the social power accumulation threshold for sink 2 is cthrshld
2 = 0.1162.515

The dynamical trajectories of 6 selected nodes in Sampson’s monastery network516

(as shown in Figure 1) are illustrated in the first 6 subgraphs of Figure 2, where517

ten different initial conditions are considered. The trajectories of the summed self-518

weights in two sinks under the same set of initial conditions are shown in the last two519

subgraphs of Figure 2.
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Fig. 2. DeGroot-Friedkin dynamics for Sampson’s monastery network: ten different initial
states converge to a unique self-weight configuration x∗ with the properties that 1) for two nodes
{1, 2} in sink 1 with n1 = 2, the equilibrium self-weights are strictly positive and equal; 2) for the
nodes in sink 2 with n2 = 13, all equilibrium self-weights are strictly positive and x∗i > x∗j if and

only c2i > c2j , in particular, node 4 has the max eigenvector centrality score in the sink, node 11 has

the min score, and node 6 has a score in between; 3) the nodes {16, 17, 18}, which do not belong to
any sink, have zero equilibrium self-weights; 4) the convergence of the self-weight sum at each sink
occurs in two issues.

520

It has been verified in the simulation that, 1) the DeGroot-Friedkin dynamics521

converge to a unique equilibrium point x∗given any initial condition; 2) all social power522

is shared by the sinks and each sink’s social power remains constant after a few issue523

discussions; 3) for the nodes in sink k, the ranking of the corresponding entries in x∗ is524

consistent with the centrality score ranking of those nodes in ck. These observations525

are consistent with Theorem 10. Moreover, the social power accumulation can also be526

examined: for i, j ∈ {3, . . . , 15} in sink 2, cri > cthrshld
2 implies x∗i > cri , cri < cthrshld

2527

implies x∗i < cri , and x∗i /x
∗
j > cri /c

r
j for cri > crj . This is consistent with Proposition 14.528

4. Conclusion. This article studies the evolution of the influence network in529

a social group, as the group members discuss and form opinions over a sequence of530

issues. The paper focuses on reducible networks of relative interactions. The DeGroot-531

Friedkin model is employed to provide a mechanistic explanation for the evolution of532
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self-appraisal and social power of individuals. This model characterizes the individual533

self-weights and social power as a function of the individual eigenvector centrality of534

the relative interaction network. We provide a rigorous mathematical analysis of the535

DeGroot-Friedkin dynamics on reducible digraphs: we derive the explicit formulations536

of influence network evolution, characterize the equilibrium points, and establish the537

convergence properties for two classes of reducible social networks (with or without538

globally reachable nodes, respectively). The analytical and numerical results in this539

article complete and confirm the predictions of the DeGroot-Friedkin model on general540

social influence networks: (i) the individuals’ social power ranking is asymptotically541

equal to their eigenvector centrality ranking, and (ii) social power tends to accumulate542

in the individuals with higher centrality scores.543

The scope of the DeGroot-Friedkin model. The DeGroot-Friedkin model544

assume that each individual perceives her relative control over discussion outcomes.545

Subject to this implicit fundamental assumption, the model is most relevant for small546

to moderate size social groups and is also applicable with some assumptions to large547

social networks. First, small and moderate-size social groups, e.g., deliberative as-548

semblies, boards of directors, judiciary bodies, and policy making groups, play an549

important role in modern society. Individuals in such groups are typically able to550

directly perceive who shaped the discussion and whose opinion had an impact in the551

final decisions. Therefore, the DeGroot-Friedkin model is well-justified in this setting.552

Second, as discussed in the our original work on DeGroot-Friedkin model [28], even in553

large networks, the relative control over discussion outcomes can be perceived by indi-554

viduals, provided that the individuals are dealing with a common sequence of issues.555

Consequently, the DeGroot-Friedkin model is applicable in these large social groups.556

In both cases, the topologies of the influence networks occurred in social groups could557

be strongly connected, or reducible with or without globally reachable nodes.558

Future work. The development of the DeGroot-Friedkin model has motivated559

various ongoing research directions on social influence networks, that include a re-560

fined description of the DeGroot-Friedkin model scope and justification (which was561

incorporated in [28] and also discussed in [13,43,44]), the extension of the model and562

analysis to the setting of influence networks with stubborn individuals (e.g., a prelim-563

inary work was published in [35]), and the extension of the model and analysis to a564

more general setting of interpersonal influence. Moreover, the model and its associ-565

ated analytical techniques may be applicable to other classes of multi-agent network566

problems.567
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[44] Z. Xu, J. Liu, and T. Başar, On a modified DeGroot-Friedkin model of opinion dynamics, in667
American Control Conference, Chicago, IL, USA, July 2015, pp. 1047–1052.668

Appendix A. Proof of Lemma 5.669

Proof. The proof of Lemma 5 is parallel to the proof of Lemma 2. In what follows670

we mainly focus upon the differences of Lemma 5 compared to the existing results671

in section 2, and show how to derive the new results from those established theories.672

We then refer to [28] for supplemental reading. The same strategies are also applied673

in all the following proofs.674

If G(C) contains g, g ≥ 1, globally reachable nodes {1, . . . , g}, then the dominant675

normalized left eigenvector cT of C exists uniquely satisfying 1) ci > 0 for all i ∈676

{1, . . . , g}, 2) cj = 0 for all j ∈ {g + 1, . . . , n}, and 3)
∑g

i ci = 1. Consequently, F677

satisfies equation (6) if x 6= ei for i ∈ {g + 1, . . . , n} with the same arguments as in678

the proof of Lemma 2 (see [28, Appendix B] for details).679

If x = ei for some i ∈ {g + 1, . . . , n} (without loss of generality, let i = n), then680

the corresponding W (x) has the form:681

W (en) = diag(0, . . . , 0, 1) + diag(1, . . . , 1, 0)C(11)682

=

[
C{1,...,n−1}

eTn

]
=

C11 0 0
C21 C22 C23

0 0 1

 ,683

where C{1,...,n−1} is the (n − 1) × n matrix obtained by removing the last row from684

C, C11 is the g × g matrix obtained by removing the last (n − g) rows and the last685

(n − g) columns from C, C21, C22 and C23 are respectively the (n − g − 1) × g,686

(n−g−1)×(n− g − 1), (n−g−1)×1 matrices obtained by removing the first g rows687

and the last row from C. 0 and 1 in the matrix correspond to block matrices with688

all entries equal to 0 or 1, respectively. The condensation digraph of G(W (en)) has689

at least three nodes, two of which are aperiodic sinks (i.e., the node corresponding to690

the first m individuals and the node corresponding to individual n).691
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By linear algebra calculations (see similarly in [32, Chapter 8.3]),692

(12) lim
l→∞

W (en)l =

 1g(c1, . . . , cg) 0 0
(I − C22)−1C211g(c1, . . . , cg) 0 (I − C22)−1C23

0 0 1

 .693

Since F (x) :=
(

liml→∞W (x)l
)T

1n/n as from equation (5),694

F (en) =
(
d1n, . . . , dgn, 0, . . . , 0, dnn

)T
,695

where djn > 0 for all j ∈ {1, . . . , g} ∪ {n} and can be calculated from (12). F (x) is696

not continuous on these vertices {eg+1, . . . , en} since Fj(x) > 1/n if x = ej for all697

j ∈ {g+ 1, . . . , n}, and Fj(x) = 0 for any other x. But F is continuous everywhere in698

the simplex except {eg+1, . . . , en}, that can be proved in the same way as we did in699

Lemma 2 (see [28, Appendix B] for details). Moreover, the vertices {eg+1, . . . , en} are700

not in the image of F , that is to say, for all initial conditions x(0), Given F defined701

in (7), F (x(s)) /∈ {eg+1, . . . , en} for all s ≥ 1.702

Appendix B. Proof of Theorem 6.703

Proof. Fact (i) is from the claim for n = 2 discussed in subsection 2.2, and note704

that x(1) may not be the equilibrium point if x(0) = ei for i ∈ {g + 1, . . . , n} but705

x(s) = x(s+1) for all s ≥ 2. Facts (ii) and (iii) can be directly derived from Lemma 3706

and Theorem 4, respectively, because F defined in (7) is exactly the same as F defined707

in (6) given x(0) ∈ ∆n\{e1, . . . , eg} and cj = 0 for j ∈ {g+1, . . . , n}. (See the detailed708

proofs in [28, Appendices E and F].)709

Appendix C. Proof of Proposition 7.710

Proof. The social power accumulation fact (i) and (ii) can be deduced from Propo-711

sition 4.2 in [28] (see the detailed proof in [28, Appendix G]). The reason is as follows.712

As F defined in (7) is exactly the same as F defined in (6) given x(0) ∈ ∆n\{e1, . . . , eg}713

and cj = 0 for j ∈ {g+1, . . . , n}, one can check that the analysis remains the same no714

matter the values of {cg+1, . . . , cn} are zero or non-zero. Regarding fact (iii), because715

x∗ = F (x∗) for F defined in (7), we have x∗i /x
∗
j =

(
ci/(1 − x∗i )

)/(
cj/(1 − x∗j )

)
for716

ci > cj > 0. Moreover, ci > cj implies x∗i > x∗j from fact (iii) of Theorem 6. Hence,717

1− x∗i < 1− x∗j implies x∗i /x
∗
j > ci/cj or equivalently, x∗i /ci > x∗j/cj .718

Appendix D. Proof of Lemma 9.719

Proof. Formulation of F : Two cases are considered. First, if x = ei and i does720

not belong to any sink of D(G(C)), i.e., i ∈ {n − m + 1, . . . , n} (without loss of721

generality, let i = n), then, given C in (8), the influence matrix W (ei) is as follows:722

W (ei) = diag(0, 0, . . . , 1) + diag(1, 1, . . . , 0)C =

[
C{1,...,n−1}

eTn

]
723

=



C11 0 . . . 0 0 0
0 C22 . . . 0 0 0
...

...
. . .

...
...

...
0 0 . . . CKK 0 0

CM1r CM2r . . . CMKr CMMr1 CMMr2

0 0 . . . 0 0 1


,(13)724
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where the matrix [CM1r, . . . , CMMr2] is derived from [CM1, . . . , CMM ] by deleting725

the last row. It is clear that W (en) in equation (13) has the similar form as in726

equation (11). By the similar analysis, we have F (ei) =
(
d1i, . . . , dni

)T
with dji > 0727

for j belonging to a sink of D(G(C)) or j = i, and dji = 0 otherwise.728

Second, for a more general x ∈ ∆n \ {en−m+1, . . . , en}, we have729

W (x) = X + (In −X)C =


W11(x) 0 . . . 0 0

0 W22(x) . . . 0 0
...

...
. . .

...
...

0 0 . . . WKK(x) 0
WM1(x) WM2(x) . . . WMK(x) WMM (x)

 ,730

where, by denoting diag(xii) = Xii for i ∈ {1, . . . ,K,M},731

X = diag(x) = diag


x11
x22

...
xKK

xMM

 :=


X11 0 . . . 0 0

0 X22 . . . 0 0
...

...
. . .

...
...

0 0 . . . XKK 0
0 0 . . . 0 XMM

 ,732

Wkk(x) = Xkk + (Ink
−Xkk)Ckk, WMk(x) = (Im−XMM )CMk for all k ∈ {1, . . . ,K},733

and WMM (x) = XMM + (Im −XMM )CMM . Consequently,734

lim
l→∞

W (x)l =


1n1

wT
11(x) 0 . . . 0 0
0 1n2w

T
22(x) . . . 0 0

...
...

. . .
...

...
0 0 . . . 1nK

wT
KK(x) 0

N1(x)1n1
wT

11(x) N2(x)1n2
wT

22(x) . . . NK(x)1nK
wT

KK(x) 0

 ,735

where736

Nk(x) := (I −WMM (x))−1WMk(x) for all k ∈ {1, . . . ,K},737

and in particular738

Nk(x) = N∗k := (I − CMM )−1CMk, if XMM = 0m.739

The dominant left eigenvectors {wT
kk(x) ∈ Rnk , k ∈ {1, . . . ,K}} exist uniquely and740

positively since the associated matrices {Wkk(x), k ∈ {1, . . . ,K}} are row-stochastic,741

aperiodic, irreducible. Moreover,742

wkk(x) = wkk(xkk) =


ej ∈ ∆nk

, if xkk = ej for all j ∈ {1, . . . , nk},(
ckk1

1−xkk1
, . . . ,

ckknk

1−xkknk

)T
∑nk

j=1

ckkj

1−xkkj

, otherwise,
(14)743

and 1T
nk
wkk(x) = 1 for all k ∈ {1, . . . ,K}. According to the reflected appraisal744

18

This manuscript is for review purposes only.



mechanism (5), F (x) = w(x) :=
(

liml→∞W (x)l
)T

1n/n, and hence, we have745

F (x) =


F11(x)
F22(x)

...
FKK(x)

0m

 :=


w11(x)1T

n1
(1n1 +N1(x)T 1n1)/n

w22(x)1T
n2

(1n2
+N2(x)T 1n2

)/n
...

wKK(x)1T
nK

(1nK
+NK(x)T 1nK

)/n
0m

(15)746

=


w11(x)(n1 +

∑m
i=1

∑n1

j=1N1ij (x))/n

w22(x)(n2 +
∑m

i=1

∑n2

j=1N2ij (x))/n
...

wKK(x)(nK +
∑m

i=1

∑nK

j=1NKij (x))/n

0m

 .747

Here (nk +
∑

i

∑
j Nkij

(x))/n < 1 for all k ∈ {1, . . . ,K} since the row-stochasticity748

of W (x) implies749

K∑
k=1

WMK(x)Ink
+WMM (x)Im = Im,750

and since ρ(WMM (x)) < 1, we have751

K∑
k=1

(Im −WMM (x))−1WMK(x)Ink
=

K∑
k=1

Nk(x)Ink
= Im,752

which implies that
∑K

k=1

∑m
i=1

∑nk

j=1Nkij
(x) = m or equivalently,753 ∑K

k=1(nk +
∑

i

∑
j Nkij (x))/n = 1, and754

∑
i

∑
j

Nkij
(x) < m = n−

K∑
i=1

ni, for all k ∈ {1, . . . ,K}.755

Denoting ζk(x) := (nk +
∑

i

∑
j Nkij

(x))/n, from (15), the social power w(x) satisfies756

w(x) := (w1(x), . . . , wn(x))
T

=
(
ζ1(x)w11(x)T , . . . , ζK(x)wKK(x)T ,0T

m

)T
.757

Note that w(x) ∈ ∆n, and wkk(x) > 0 for k ∈ {1, . . . ,K} if x /∈ {e1, . . . , en−m}.758

Overall, for x ∈ ∆n \ {en−m+1, . . . , en}, F (x) satisfies that each entry Fj(x) ≥ 0759

for all j ∈ {1, . . . , n}:760

- if j belongs to a sink k, then Fj(x) = wj(x) = ζk(x)wkki
(x) for i = j −761 ∑k−1

l=1 n` as described in (10). Since wkki
(x) ≥ 0 and ζk(x) > 0, Fj(x) ≥ 0;762

- if j does not belong to a sink, then Fj(x) = 0.763

Continuity of F : Next, we show the function F is continuous everywhere except764

{en−m+1, . . . , en}. First, we claim wkk(x), k ∈ {1, . . . ,K}, is continuous w.r.t x for765

x ∈ ∆n \ {en−m+1, . . . , en}. By the definition (14), wkk(xkk) is continuous w.r.t. all766

xkk such that x ∈ ∆n \ {en−m+1, . . . , en} (see a similar analysis as in the proof of767

Lemma 2 [28, Appendix B]). Additionally, since wkk(xkk) is continuous w.r.t. xkk,768

given an ε > 0, there exists a δ(ε) such that if ||xkk − x′kk|| < δ(ε) then ||wkk(xkk)−769

wkk(x′kk)|| < ε. Moreover, if ||x−x′|| < δ(ε), then ||xkk−x′kk|| < δ(ε). That is to say,770
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for such δ(ε) satisfying ||x−x′|| < δ(ε), ||wkk(x)−wkk(x′)|| = ||wkk(xkk)−wkk(x′kk)|| <771

ε. Hence, wkk(x) is continuous w.r.t. all x ∈ ∆n \ {en−m+1, . . . , en}. Second, Nk(x)772

is continuous w.r.t. x for all x ∈ ∆n \ {en−m+1, . . . , en} by its definition.773

Overall, by the definition (15), F is continuous for all x ∈ ∆n \{en−m+1, . . . , en}.774

The continuity of F on the vertices {e1, . . . , en−m} inherits from the continuity of775

{wkk} on these vertices. F is not continuous on the vertices {en−m+1, . . . , en} since776

Fi(x) = dii is strictly greater than 1/n if x ∈ {en−m+1, . . . , en}, and Fi(x) = 0 for777

any other x ∈ ∆n.778

Appendix E. Proof of Theorem 10.779

Proof. Properties of F : Regarding fact (i), note that for any initial state x(0) ∈780

∆n, we always have xMM (2) = 0m via the mapping F . Then for all s ≥ 2 and all781

k ∈ {1, . . . ,K}, Nk(x(s)) = N∗k = (I − CMM )−1CMk, and782

1T
nk
xkk(s+ 1) = 1T

nk
wkk(x(s))(nk +

∑
i

∑
j

Nkij (x(s)))/n = (nk +
∑
i

∑
j

N∗kij
)/n,783

which is a constant. That is to say, the sum of the individual social powers in each784

sink is constant for all s ≥ 2. We denote785

ζ∗k = (nk +
∑
i

∑
j

N∗kij
)/n.786

Existence of equilibrium points: Regarding fact (ii), from the definition of F , we787

have x(s) ∈ ∆n\{e1, . . . , en} for all s ≥ 1 and for all initial states x(0). It is true since788

1) if x(0) ∈ {en−m+1, . . . , en}, then 1/n < xi(1) < m/n and x(1) ∈ ∆n \ {e1, . . . , en};789

2) if x(0) ∈ ∆n \ {en−m+1, . . . , en}, then x(1) ∈ ∆n \ {e1, . . . , en} by (15).790

We may define a set A = {x ∈ ∆n | m/n ≥ xi ≥ 0, i ∈ {n − m + 1, . . . , n}},791

which is compact. It is clear that F (A) ⊂ A and F (x(0)) ∈ A for any x(0) ∈ ∆n. By792

Brouwer fixed-point theorem, there exists at least one equilibrium point x∗ ∈ A and793

no equilibrium point in ∆n \A.794

For an equilibrium point x∗ of F , we have the following properties between ckk795

and x∗kk for all k ∈ {1, . . . ,K}: considering i, j ∈ {1, . . . , nk}, nk ≥ 2,796

- if ckki
> ckkj

, then x∗kki
> x∗kkj

.797

- if ckki
= ckkj

, then x∗kki
= x∗kkj

.798

The proof of the two statements above for nk ≥ 3 is the same as the proof of Theorem 4799

fact (i) [28, Appendix F]. If nk = 2, then ckki = ckkj = 1/2, and we can prove800

x∗kki
= x∗kkj

by direct calculations from the equations (14) and (15).801

Uniqueness of the equilibrium point: In the following we show the equilibrium802

point x∗ is unique. Given i ∈ {1, . . . , n}, it is clear that803

(ii.1) if i does not belong to a sink, then x∗i = 0,804

(ii.2) if i belongs to sink k and nk = 2, then ckk1 = ckk2 = 1/2 and x∗i = ζ∗k/2,805

(ii.3) if i belongs to sink k and nk = 3, then assume that there exist two different806

vectors xkk, ykk > 0 such that 1T
nk
xkk = 1T

nk
ykk = ζ∗k , wkk(xkk) = xkk, and807

wkk(ykk) = ykk. Since808

xkkj (1− xkkj ) = α(xkk)ckkj , ykkj (1− ykkj ) = α(ykk)ckkj ,809

with two positive constants α(xkk) and α(ykk) for all j ∈ {1, . . . , nk}, we can810

write xkkj
(1 − xkkj

) = γykkj
(1 − ykkj

) for all j ∈ {1, . . . , nk}. Without loss811

of generality, 1 ≥ γ > 0.812
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If γ = 1, then xkkj
= ykkj

because xkkj
< ζ∗k < 1−ykkj

for all j ∈ {1, . . . , nk},813

which is a contradiction of xkk 6= ykk.814

If γ < 1, then, by assuming that ckk1
= max{ckk1

, . . . , ckknk
}, we have815

xkk1 = max{xkk1 , . . . , xkknk
} and ykk1 = max{ykk1 , . . . , ykknk

}, which imply816

xkkj < 0.5ζ∗k and ykkj < 0.5ζ∗k for all j ∈ {2, . . . , nk}. For all j ∈ {2, . . . , nk},817

the facts xkkj
+ ykkj

< ζ∗k < 1 and xkkj
(1 − xkkj

) < ykkj
(1 − ykkj

) together818

imply xkkj
< ykkj

, and hence, xkk1
> ykk1

. Moreover, for all j ∈ {2, . . . , nk},819

xkkj

xkk1

<
ykkj

ykk1

=⇒
1− xkkj

xkk1

<
1− ykkj

ykk1

.(16)820
821

Additionally, we have
∑n

i=2 xkki
(1 − xkki

) = γ
∑n

i=2 ykki
(1 − ykki

), which,822

together with the inequality (16), implies that823

n∑
i=2

xkkixkk1 > γ

n∑
i=2

ykkiykk1 ⇐⇒ (ζ∗k − xkk1
)xkk1

> γ(ζ∗k − ykk1
)ykk1

(17)824

=⇒ (1− xkk1)xkk1 > γ(1− ykk1)ykk1 .825

The statement (17) is from the fact that, since xkk1
> ykk1

and γ < 1,826

(1−ζ∗k)xkk1 > γ(1−ζ∗k)ykk1 , which, however, is a contradiction of the previous827

hypothesis xkkj (1−xkkj ) = γykkj (1−ykkj ) for all j ∈ {1, . . . , nk}. Therefore,828

if x = F (x), then x is uniquely determined.829

Convergence to the equilibrium point: Regarding fact (iii), based upon the analysis830

above, if i does not belong to a sink, then xi(s) = x∗i = 0 for all s ≥ 2. In the rest,831

we prove the convergence of xi to the equilibrium point x∗i for i belonging to a sink k832

with nk ≥ 2.833

For each k ∈ {1, . . . ,K} with nk ≥ 2, denote x̄kkj
(s) = xkkj

(s)/x∗kkj
for all j ∈834

{1, . . . , nk}, x̄kkmax(s) = max{x̄kkj (s), j ∈ {1, . . . , nk}}, and x̄kkmin(s) = min{x̄kkj (s),835

j ∈ {1, . . . , nk}}.836

Define a Lyapunov function candidate Vk(xkk(s)) = x̄kkmax
(s)/x̄kkmin

(s) for each837

k ∈ {1, . . . ,K}. It is clear that 1) any sublevel set of Vk is compact and invariant,838

2) Vk is strictly decreasing anywhere in Ak := {x ∈ Rnk | x ≥ 0, 1T
nk
x = ζ∗k}839

except x∗kk, which can be proved in the similar way as in Theorem 4 [28, Appendix840

F], (3) Vk and F are continuous. Therefore, every trajectory starting in Ak converges841

asymptotically to the equilibrium point x∗kk by the LaSalle Invariance Principle as842

stated in [9, Theorem 1.19]. Moreover, since xkk(s) ∈ Ak for all s ≥ 2 and for all843

initial states x, lims→∞ xkk(s) = x∗kk.844

Regarding fact (iv), the results are derived based upon two facts that 1) W (x(s)),845

consistent with C, has K left eigenvectors associated eigenvalue 1 for s ≥ 1, and 2)846

the dominant left eigenvectors of W (x(s)) can be described by (14) and x(s+ 1) can847

be calculated by (15) for s ≥ 1.848

Appendix F. Proof of Proposition 14.849

Proof. Denote α∗ = 1/(
∑nk

j=1

ckkj

1−x∗
kkj

). Define cthrshld
k = 1− α∗, or equivalently850

1

1− cthrshldk
=

nk∑
j=1

ckkj

1− x∗kkj

,851

which implies that min{x∗kk1
, . . . , x∗kknk

} < cthrshld
k < max{x∗kk1

, . . . , x∗kknk
}. More-852
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over, since F (x∗) = x∗ with F defined in (9), for all j ∈ {1, . . . , nk}, from (10)853

(18)
x∗kkj

(1− x∗kkj
)

ζ∗kckkj

= α∗ =
cthrshld

k(1− cthrshldk)

cthrshldk
.854

For cthrshld
k < 0.5: First, if ζ∗kckkj > cthrshld

k, then x∗kkj
(1 − x∗kkj

) > ζ∗kckkj (1 −855

ζ∗kckkj
). Since ζ∗kckkj

< 0.5, it is clear that x∗kkj
> ζ∗kckkj

. Second, if ζ∗kckkj
<856

cthrshld
k, then x∗kkj

(1 − x∗kkj
) < ζ∗kckkj

(1 − ζ∗kckkj
), which implies x∗kkj

< ζ∗kckkj
or857

x∗kkj
> 1 − ζ∗kckkj

> 0.5. Furthermore, since cthrshld
k < 0.5, we can show cthrshld

k <858

max{ζ∗kckk1
, . . . , ζ∗kckknk

} (otherwise, if 0.5 > cthrshld
k ≥ max{ζ∗kckk1

, . . . , ζ∗kckknk
},859

then by simple calculation we can show cthrshld
k ≥ max{x∗kk1

, . . . , x∗kknk
}, which is a860

contradiction). Thus, there exists another individual i such that ckki
> ckkj

, which by861

fact (ii.3) of Theorem 10 implies x∗kki
> x∗kkj

. Therefore, x∗kkj
< ζ∗kckkj for ζ∗kckkj <862

cthrshld
k, otherwise, x∗kki

> x∗kkj
> 0.5 contradicts the fact that x∗kkj

+x∗kki
< 1. Third,863

if ζ∗kckkj
= cthrshld

k, then x∗kkj
(1 − x∗kkj

) = ζ∗kckkj
(1 − ζ∗kckkj

) from (18). Similarly,864

we can show x∗kkj
< 0.5 and hence x∗kkj

= ζ∗kckkj
.865

For cthrshld
k ≥ 0.5: Denote866

x∗kkmax
= max{x∗kk1

, . . . , x∗kknk
}, and ckkmax

= max{ckk1
, . . . , ckknk

}.867

By fact (ii.3) of Theorem 10 and the fact that 0.5 ≤ cthrshld
k < x∗kkmax

, there exists868

only one individual denoted by jmax associated with ckkmax
and her equilibrium self-869

weight is x∗kkmax
. Since cthrshld

k < x∗kkjmax
, equation (18) implies ζ∗kckkjmax

< x∗kkjmax
.870

For any other individual i 6= jmax, we have ζ∗kckki
< 0.5 ≤ cthrshld

k, which implies871

x∗kki
(1−x∗kki

) < cthrshld
k(1− cthrshldk) from (18). As cthrshld

k +x∗kki
< x∗kkjmax

+x∗kki
,872

we obtain x∗kki
< 0.5 ≤ cthrshldk and hence x∗kki

< ζ∗kckki from (18).873

Regarding fact (iii), since F (x∗) = x∗ for F defined in (9), for any individuals874

i, j ∈ {1, . . . , nk}, we have x∗kki
/x∗kkj

=
(
ckki

/(1 − x∗kkj
)
)/(

ckkj
/(1 − x∗kkj

)
)
. By875

using the similar argument in the proof of Proposition 7 fact (iii), ckki > ckkj implies876

x∗kki
> x∗kkj

and then implies x∗kki
/ckki

> x∗kkj
/ckkj

.877
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