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Asynchronous Distributed Searchlight Scheduling

Karl J. Obermeyer Anurag Ganguli Francesco Bullo
Abstract— This paper develops and compares two asyn- JL e
chronous distributed scheduling algorithms for multiple con- R I el Rt

trolled searchlights in nonconvex polygonal environments. A Wy IR
searchlight is a ray emitted by source location that (i) cannot o}
penetrate the boundary of the environment and (ii) undergoes
controlled slewing about its source location. Evaders move
inside the environment along continuous trajectories and are
detected precisely when they are on the searchlight ray at
some time instant. The objective is for the searchlights to Fig. 1. Simulation results of the PTSS algorithm describe8éation IV-
detect any evader in finite time and to do so using only local B, executed by agents (black dots) in a polygon shaped likgiazl floor
sensing and limited communication among them. The first plan. Left to right, moving evaders (small yellow squaresjapfear as
algorithm we deve|op, called the Distributed One Way Sweep they are detected by'searchllghts (red). The cleared regyiows until it
Strategy (DOWSS), is a distributed version of an algorithm encompasses the entire environment.

described originally in 1990 by Sugihara et al [1]; this algorithm

may be slow in “sweeping” the environment because only

one searchlight slews at a time. Second, we develop a second

algorithm, called the Parallel Tree Sweep Strategy (PTSS), in and polygonal environments containing holes. Some papers

which searchlights sweep concurrently under the assumption . . . . . .
that they are placed in appropriate locations; for this algorithm involving mobile searchlights, sometimes calling thiash-

we establish linear completion time. lights or beam detectorsare [3], [4], [5], and [6]. Closely
related is the Art Gallery Problem, namely the problem of
. INTRODUCTION finding a minimum set of locations from which the entire

Consider a group of robotic agents guarding a nonconvéd@!ygon is visible. Many variations on the Art Gallery
polygonal environment, e.g., a floor plan. For simplicitg w Froblem are wonderfully surveyed in [7], [8], and [9].
model the agents as point masses. Each agent is equippedssume now that each member of the group of guards
with a single unidirectional sweeping sensor calleskarch- IS equipped with omnidirectional line-of-sight sensory. 8
light (imagine a ray of light such as a laser range findeline-of-sight sensor, we mean any device or combination of
emanating from each agent). A searchlight aims only in on@evices that can be used to determine, in its line-of-sight,
direction at a time and cannot penetrate the boundary of tiige position or state of another guard, and (i) the distance
environment, but its direction can be changed continuouslp the boundary of the environment. By omnidirectional, we
by the agent. A point is detected by a searchlight at somf@ean that the field-of-vision for the sensor2s radians.
instant if and only if the point lies on the ray. An evaderThere exist distributed algorithms to deploy asynchronous
is any point which can move Continuous|y with unbounde(ﬂnOb“e robots with such omnidirectional sensors into non-
speed. TheSearchlight Scheduling Probleis as follows. convex environments, and they are guaranteed to converge to
Find a schedule to slew a set of stationary search- fixed positions from which the entire envi_ronmen.t is visjple
lights such that any evader in an environment will eg. [10] and [11]'. AL least one algor_|thm exists Wh'.Ch
necessarily be detected in finite time. guarantees the ancﬂlary. bgneﬂt of the final guard positions
. . . . having a connected visibility graph ([11]). Once a set of
A searchlight pr_oblem Instance consists of an environmen, 5 qs seeing the entire environment has been established,
and a set of stationary guard positions. A graphical descri,, pe desired to continuously sweep the environment with

tion of our objective is given in Fig. 1. searchlights so that any evader will be detected in finite tim

To our knowledge the searchlight scheduling problem was . _ . .
first introduced in the inspiring paper by Sugihara, Suzuki The main contribution of this paper is the development of

and Yamasha n [1, whih consders simple. poygonal SSCHenous sUued agorinms o sove e seae
environments and stationary searchlights. The work in [ %unds for non%opnvex oi onal environments are discr;)ussed
extends [1] by considering guards with multiple searchégh The first algorithm callgd %lr?e DOWSS (Distributed One Way
they call a guard possessirigsearchlights a-searche T X N .

(they 9 P ig 9 4 Sweep Strategy, Section IV-A, is a distributed version of a
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called the PTSS (Parallel Tree Sweep Strategy, Section 1¥; otherwisex is clear. A region is said to beontaminated
B), which sweeps searchlights in parallel if guards aré it contains a contaminated point, otherwise itcigar.
placed in appropriate locations. These locations areeelat . .
to an environment partition with certain properties. That wB: Problem description and assumptions

analyze the time it takes to clear an environment, given a We now introduce the problem of interest. Thistributed
bound on the angular slewing velocity, is a unique featur&earchlight Scheduling Probleis to

among all papers involving searchlights to date. Finally, Design a distributed algorithm for a network of
we discuss how DOWSS and PTSS can be combined with autonomous robotic agents in fixed positions, who

deployment and extended for environments with holes. will coordinate the slewing of their searchlights so
We begin with some technical definitions, statement of that any evader in an environment will necessar-
assumptions, and brief description of the known centrdlize ily be detected in finite time. Furthermore, these

algorithm called the one way sweep strategy (appears, e.g., agents are to operate using only information from
in [1], [2], [4]). We then develop a partially asynchronous local sensing and limited communication.

model, a distributed one way sweep strategy, and our newhat is precisely meant by local sensing and limited com-

algorithm the parallel tree sweep strategy. Proofs of allits  munication will become clear in later sections. We make

and a more algorithm details can be found in the report [12}he following standing assumptionabout every searchlight
instance in this paper:

1. PRELIMINARIES . . . . e
(i) The environment is a simple polygon with finitely

A. Notation many reflex vertices.

We begin by introducing some basic notation. WeRgt (i) Every point in the environment is visible from some
S', andN represent the set of real numbers, the circle, and ~ agent and there are a finite numbkere N of agents.

natural numbers, respectively. Given two pointy € R®, iy For every connected component@f;., there is at least

we let [z, y] signify the closed segmenbetweenz and y. one agent located on the boundary of the environment.
Similarly, |z, y[ is theopen segmerttetweenz andy, [z, y[

represents the sét, y[U{z} and]z, y] is the sefx, y[U{y}. C. One Way Sweep Strategy (OWSS)
Also, we shall useP to refer to tuples of elements iR* This section describes informally the centralized resersi
of the form (p!”), ..., p[V =11 (these will be the locations of One Way Sweep Strategy (OWSS hereinafter) originally
the agents), wheré&/ denotes the total number of agents. introduced in [1]. The reader is referred to [1] for a detgile
We now turn our attention to the environment we arelescription. Centralized OWSS also appears in [4] and [2].
interested in and to the concepts of visibility. L&t be OWSS is a method for clearing a subregion of a simple 2D
a simple polygonal environment, possibly nonconvex. Byegion(@ determined by the rays of searchlights. The subre-
simple, we mean thaf) does not contain any hole and thegions of interest are the so-callsémiconvex subregion
boundary does not intersect itself. Throughout this paper, ) supportedoy a set of searchlights at a given time and are
will refer to the number of edges @ and r the number defined as follows:
of reflex vertices. A poiny € @ is visible fromp € Q if Definition 2.2 (Semiconvex subregion). is always a
[p,q] C Q. Thevisibility setV(p) C @ from a pointp € semiconvex subregion of) supported by)). Furthermore,
is the set of points i) visible from p. A visibility gapofa any R c Q is a semiconvex subregion ¢} supported by a
point p with respect to some regioR C @ is defined as any set of searchlightss,,, if both of the following hold:

line segmenta, b] such thatja, b[C int(R), [a,b] C OV(p), (i) Itis enclosed by a segment 8f) and the rays of some
and it is maximal in the sense thatb € OR (intuitively, of the searchlights ib,.

visibility gaps block off portions of? not visible fromp). (i) The interior of R is not visible from any searchlight
The visibility graphg,;s of a set of agent$ in environment iN Saup.

@ is the undirected graph witl as the set of vertices and ¢ clear an environmerd, that is a semiconvex subregion
an edge between two agents if and only if they are visiblgypported by, we may begin by selecting an arbitrary
to each other. searchlight on the boundary. The first searchlight selected
We now introduce some notation specific to the searchligh clear an environment is called theot. As the root slews
problem. An instance of the searchlight problem can bg plocks off various semiconvex subregions which must be
written as a pair(Q, P), where @ is an environment and cleared by the help of other agents. The helpers in turn may
Pis a set of agent locations. For convenience, we will refefequire help clearing various semiconvex subregions, and
to the searchlight of théth agent ass'” (which is located helpers of helpers may require help, etc., so that a reqursio

at pm S R2), and S = {S[O], . ,S[N_l]} will be the set tree is produced_

of all searchlightsg[! will also denote the angle of thigh

searchlight in radians from the positive horizontal axis, S  !ll. ASYNCHRONOUSNETWORK OFAGENTS WITH
if we say, e.g., ainsl’) at pointz, what we really mean is set SEARCHLIGHTS

0l equal to an angle such that tita searchlight is aimed at  In this section we lay down the sensing and communi-

x. Searchlights do not block visibility of other searchlight cation model for the agents with searchlights. Each agent is
Definition 2.1 (Contamination and clarity)A point x €  able to sense the relative position of any point in its vigipi

Q is contaminatedf an undetected evader can be located adet as well as identify visibility gaps on the boundary of



its visibility set. The agents’ communication gragh..... agent (the rod), sayi, can aim as far clockwise as possible
is assumed connected. An agent can slew its searchligitd then begin slewing until it encounters a visibility gap.
continuously in any direction and turn it on or off. Paused at a visibility gap, agenbroadcasts a call for help to
Each of theN agents has a unique identifier (UID), saythe network. For convenience, call the semiconvex subnegio
i, and a portion of memory dedicated to outgoing messag@shich i needs help clearing. All agents not busy in the
with contents denoted hy1[". Agenti can broadcast its UID  set of supporting searchlights,,, (indeed at the zeroth level
together with M7 to all agents within its communication of recursion only the root is ibsup), Who also know they
region (defined differently in each algorithm). We assumean see a portion dht(R) but are not inint(R), volunteer
a bounded time delay, > 0, between a broadcast and thethemselves to help. Agenti then chooses a child and the

corresponding reception. process continues recursively. In DOWSS as in Tab. I, an
Each agent repeatedly performs the following sequence afient needing help always chooses the first child to voluntee
actions between any two wake-up instants: but some other criteria could be used, e.g., who sees the
(i) SPEAK, that is, send a BROADCAST repeatedlysat largest portion ofR. Whenever a child is finished helping,
intervals, until it starts slewing; i.e., clearing a semiconvex subregion, it reports to itepar
(i) LISTEN for a time interval at least; so the parent knows they may continue slewing.
(i) PROCESS and LISTEN after receiving a valid mes- The only subtle part of DOWSS is getting agents to recog-
sage; nize, without global knowledge of the environment, thatthe
(iv) SLEW to an angle decided during PROCESS. see the interior of a particular semiconvex subregion which

See Fig. 2 for a schematic illustration of the schedule. ~ SOMe potential parent needs help clearing. More precisely,
suppose some agentmust decide whether to respond as

BROADCAST BROADCAST a volunteer to agents help request to clear a semiconvex

subregionR. Agent s must calculate if it actually satisfies
pll ¢ int(R) andint(R) NV (pl!) # (. This is accomplished

i ‘ by agent: sending along with its help request an oriented

PROCESS sew | polyline i) (in SPEAK section of Tab. I). By an oriented
polyline we mean that) consists of a set of points listed
! LISTEN according to some orientation convention, e.g., so thaté o

were to walk along the points in the order listed, then the
Fig. 2. Sequence of actions performed by an agémbetween two wake- interior of R would always be to the right. The polyline

up instants. Note that a BROADCAST is an instantaneous éa&img place ; ; ;
where there is a vertical pulse, where as the PROCESS, LISAIENSLEW encodes the portion @R which is not part ofo¢ and the

actions take place over an interval. The SLEW interval mayrbptg if the Orie_ntation encoqes which side of is the interior of R.
agent does not sweep. Notice that for this to work, all agents must have a common

reference frame. Whenever the root broadcasts a polyline,

Any agenti performing the SLEW action does so ac-it is just a line segment, but as recursion becomes deeper,
cording to the discrete-time control systei(t + At) = an agent needing help may have to calculate a polyline
0l (t) + ull, where the control is bounded in magnitude byconsisting of a portion of its own beam and its parent’s
smax- The control action depends on time, values of variablgsolyline. The polyline may even close on itself and create a
stored in local memory, and the information obtained frongonvex polygon. Examples of these scenarios are illustrate
communication and sensing. The subsequent wake-up inst@gtin Fig 3. We conclude our description of DOWSS with
is the time when the agent stops performing SLEW and ige following theorem.
not predetermined. This network model is identical to that Theorem 4.1 (Correctness of DOWS®)iven a simple
used for distributed deployment in [10] and [11]. polygonal environmentf and agent positionsP =
(pl, ..., pIN=11), let the following conditions hold:

f (i) the standing assumptions are satisfied,;
wii) all agentsi € {0,..., N—1} have a common reference

IV. DISTRIBUTED ALGORITHMS

Here we design distributed algorithms for a network o
agents as described above, where no agent has global kno

edge of the environment or locations of all other agents. i g&m:;ag;
A. Distributed One Way Sweep Strategy (DOWSS) (iv) the agents operate under DOWSS.

Once one understands OWSS as in Section II-C, esp&hené is cleared in finite time.
cially its recursive nature, performing one way sweep of We now give an upper bound on the time it takes DOWSS
an environment in a distributed fashion is fairly straightf to clear the environment assuming the searchlights slew at
ward. We give here an informal description and supply 8ome constant angular velocity, and that communication
pseudocode in Table | (a more detailed pseudocode can &&d processing time are negligible.
found in the companion tech. report [12]). In our discussion | emma 4.2 (DOWSS Time to Clear Environment):
root/parent/child will refer to the relative location of@@s [ et agents in a network executing DOWSS slew their
in the simulated one way sweep recursion tree. In this tregearchlights with angular speed Then the time required
each node corresponds to a one way slewing action by some

agent. A single agent may CPWeSpO”d t? more than ON€1iThe root could be chosen by any leader election scheme, e.g., a
node, but only one node at a time. To begin DOWSS, sonpeedetermined or lowest UID.
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S TABLE |
ASYNCHRONOUSSCHEDULE FORDOWSS (F, 2, 3)

$lo Sl

s " " Name: DOWSS

s s Goal: Agents in the network coordinate their searchlight
slewing to clear an environmegt

Assumes: Agents are stationary and have a completely con-
nected communication topology with no packet loss.
Sweeping is initialized by a root.
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For timet > 0, each agent executes the following actions between any
two wake up instants according to the schedule in Section IlI

SPEAK
Broadcast either
(i) a request for help,
(i) a message to engage a child, or
(i) a signal of task completion to a parent.

LISTEN
(d) Listen for either
(i) a help request from a potential parent,
Fig. 3. An example execution of DOWSS. The configuration in ésyits (ii) volunteers to help,
from s[% clearing the very top of the region with help of2!, s[3], and (iif) engagement by parent, or

sl followed by s[!] attempting to clear the semiconvex subregion belo (iv) current child reporting completion.

wheresl% is aimed. Whers[!! gets stuck, it requests help by broadcasting procESS
the thick black polyline in (a), in this case just a line segmef?! then
helpss(!) but gets stuck right off, so it broadcasts the thick blackyfiot from sensing to check if able to help, or

shown in (b). Nexts!®] helpss[?! but gets stuck and broadcast the polyline (i) if engaged, compute wayangles, visibility gaps and mee
in (c). Similarly s/ broadcasts the polyline in (d), in this case a convex polylines. '

polygon, which onlys!®! can clear. In general, information passed between
agents during any execution of DOWSS will be in the form of &itan SLEW

oriented line segment (a), a general oriented polyline (b&ndr a convex (i) Aim at start wayangle and switch searchlight on,
polygon (d). (ii) slew to next wayangle, or

(iii) slew to finish wayangle and switch searchlight off.

(i) Use oriented polyline from potential parent with infortica

to clear an environment with reflex vertices is no greater . .
than 2z 1=r" That DOWSS allows flexibility in guard positions (only
-~ .

It is néfrknown whether this bound is tight, but at IeaslStanding assumptions required) may be an advantage if

examples as in Fig. 4 can be constructed where DOWSS afigents are immobile. Howgver, DOW.SS only allowing one
OWSS run inO(r2) (= O(n2)) time if guards are chosen searchlight slewn atatime is aclear (_j|s'advanta.ge when time
malevolently. A key point is that DOWSS and OWSS do nof® c_Iear the environment Is to be mln!mlzed. This lead us to
specify (i) how to place guards given an environment, or (iijjeagn the algorithm in the next section.

how to optimally choose guards at each step given a set
guards. These are interesting unsolved problems in their o

f
vg' Positioning Guards for Parallel Sweeping

right which we do not explore in this paper. The DOWSS algorithm in the previous section is a
8l distributed message-passing and local sensing scheme to
s perform scheduling givea priori the location of the search-

sl

lights. Given an arbitrary positioning, time to completioh
DOWSS can be large; see Lemma 4.2 and Fig. 4.

The algorithm we design in this section, called the Parallel
Tree Sweep Strategy (PTSS), provides a way of choos-
ing searchlight locations and a corresponding schedule to
achieve faster clearing times. PTSS works roughly like: this
According to some technical criteria described below, the
Fig. 4. An example from a class of searchlight instances foicvh €nvironment is partitioned into regions called cells with
malevolent guard choice (consecutive order of UIDs) in OWSBOWSS  one agent located in each cell. Additionally, the network
implies time to clear the environment @(r%) (and thereforeO(n)). possesses a distributed representation of a rooted tree. By

distributed representation we mean that every agent knows

Another performance measure of a distributed algorithrwho its parent and children are. Using the tree, agents slew
is the size of the messages which must be communicatedtheir searchlights in a way that expands the clear region

Lemma 4.3 (DOWSS Message Sizé)the environment from the root out to the leaves, thus clearing the entire
hasn sides and- reflex vertices, the polyline (passed as a&nvironment. Since agents may operate in parallel, time to
message between agents during DOWSS) consists of a listabéar the environment is linear in the height of the tree and
no more than+1 points inR2. Furthermore, since < n—3, thusO(n). Guaranteed linear time to completion is a clear
the list consists of no more than— 2 points inR2. advantage over DOWSS which can be quadratic or worse

5O




(see Lemma 4.2 and Fig. 4). Before describing PTSS mofee Fig. 1 for simulation results of PTSS executed by
precisely, we need a few definitions. agents in an RVS configuration. The right configuration in
Definition 4.4: (i) A setS C R? is star-shapedf there Fig. 5 results from the deployment described in [11] in
exists a pointp € S with the property that all points which an orthogonal environment is partitioned into convex

in S are visible fromp. The set of all such points of quadrilaterals.

a given star-shaped sétis called thekernelof S and Lemma 4.8:The deployment described in [11] requires

is denoted byker(S). no more thany — 2 agents to see the entire (orthogonal)
(i) Given a compact subsef of R?, a partition of £& environment from their final positions.

is is a collection of sets{Pl ...  PIN-1} such Both the PTSS configurations in these examples may be

that UY ;! Plil = & where Pli's are compact, sim- generated via distributed deployment algorithms in which
ply connected subsets of with disjoint interiors. agents perform a depth-first, breadth-first, or randomized
{Pl], ..., PIN-11} will be calledcellsof the partition. search on the PTSS tree constructed on-line. Please refer to
For our purposes gap (which visibility gap is a special [10] and [11] for a detailed description of these algorithms
case of) will refer to any segmeft, ¢'] with ¢,¢" € 9¢ and
lg,¢'[ € €. The cells of the partitions we consider will be JJJ JL

separated by gaps.

Definition 4.5 (PTSS patrtition)Given a simple polygo-
nal environment, a partition{P"! ... PIN-11is aPTSS
partition if the following conditions are true:

(i) Pl is a star-shaped cell for alle {0,..., N —1};
(i) the dual graph of the partition is a tree; i
(iii) a root, sayP", of the dual graph may be chosen so & it

that ker(P[O]) ro¢ # 9. and er any node Otherv than Fig. 5. Left are agent positions resulting from a Reflex \lei®¢raddling
the root, SayP[k] with parentP[J], we have tha(P[J] N (RV.S). deployment. Right are agent positions resulting frammdeployment

PED N ker(PH) N € # 0. described in [11] in which an orthogonal environment is piaried into

it e it convex quadrilaterals. The PTSS partitions are shown byricg the cells

%?fmltlon[f\l;fs{] leefn C? PTSS” [0] p;’:\l’tlﬁlon alternating grey and white (caution: grey does not deparityl here). Dotted
{P yorer P } of & and a root cell P of the |ines show edges of the PTSS tree where the circled agené isott.

partition’s dual graph satisfying the properties discdsse

in Definition 4.5, the corresponding (roote®)'SS trees . ]
defined as follows: We now turn our attention to the pseudocode in Tab. Il

(a more detailed pseudocode can be found in the companion
tech. report [12]) and describe PTSS more precisely. S#ppos
some agents are positioned in an environment according to
a PTSS partition and rooted tree. PTSS begins by the root
pointing its searchlight along a wall and then slewing away
. . ) from the wall, sweeping over its cell, pausing whenever it
exists an quepm’P[k]) in the dual graph. . encounters a gap. At a gap, the root and its child at that gap
We now describe two examples of PTSS partitions Seglqte the protocol described in Fig. 6 in order to expand

in Fig. 5. The left configuration in Fig. 5 results fromthe clear regi ; :
. : gion across the gap. The root's children do the
what we call a Reflex Vertex Straddling (RVS heremafterg me with their children, and so on. In this way, the clear

deployment. RVS deployment begins \.Nith all agents locat gion expands from the root to the leaves at which time
at the root followed by one agent moving to the furthest en

L . ; e entire environment has been cleared. We arrive at the
of each of the root’s visibility gaps, thus becoming childre following lemma and correctness result

of _the root. Likevv_ise, further agents are deployed fro_m each | ainma 4.9 (Expanding a Clear Region Across a Gap):
C.h'.ld. FO take positions on the furthest end_ (_)f_the Chlldren%uppose an environment is endowed with a PTSS partition
visibility gaps located across the gaps d|V|d|ng the parenf 4 tree, and that agents a parent of agent (see Fig. 6).
fro”? _the_ cr_uldr_en. _In_ t.h.'s way, the root's cell in the I?TSSThen a clear region may always be expanded across the gap
partition is just its visibility set, but the cells of all stessive ¢ ) bl 1o Pl by sl first aiming across the gap and

agents consist of the _p_or_tion Of_ the agents’ vi_sibili'gy Set\°7\/aiting for sl to slew over the gap. Both agents may then
lying ac,ross the 9aps dividing thewcpll; from thgwre;pec continue clearing the remainder of their respective cells
parents’ cells. It is easy to see that in final positions tesyl concurrently.

from an RVS deployment, agents see .the er.1tire environment.-l-heorem 4.10 (Correctness of PTSSjiven a

Lemma 4.7:RVS deployment requires, in general, NOgimple polygonal environment€ and agent positions
more thanr—i—l < TL—2 agents to see the entire _enwronmentp _ (p[O], o ’p[Nfl])’ let the following conditions hold:
from their final positions. In an orthogonal environment, no
more thang — 2 agents are required.

() the node set(pl?,... pN—1) is such thatpl? e
ker(P?)) N o€ and fork > 1, pltl € (Pl N PN
ker(PF) N o€, wherePli! is the parent ofPl¥! in the
dual graph of the partition;

(i) there exists an edgépl!, pl¥) if and only if there

(i) the standing assumptions are satisfied,;
(i) all agentsi € {0,..., N} are positioned in a PTSS
partition and rooted tree with agehtas the root;

2The dual graph of a partition is the graph with cells corresfiag to
nodes, and there is an edge between nodes if the corresporella share (it the. agents OPerE_it.e ur?der PTSS.
a curve of nonzero length. Then& is cleared in finite time.



Fig. 6. Expandin? a clear regi
[v, v]) from cell Pl !
(sl1y aiming across the gap and waiting for the paredt) to slew over
the gap. Both agents may then continue clearing the remainfdéred
respective cells.

TABLE I
ASYNCHRONOUSSCHEDULE FORPTSS €FFIG. 2, 6, 5)

Name: PTSS

Goal: Agents in the network coordinate their searchlight
slewing to clear an environmegt

Assumes: Agents are statically positioned as nodes in a PTSS
partition and tree, and each knows a priori the gaps
of its cell and UIDs of the corresponding children
and parent. Sweeping is initialized by the root.

two wake up instants according to the schedule in Section IlI

SPEAK
Broadcast either

(i) a command for a child to aim across a gap,
(ii) a confirmation to a parent when aimed across gap, or
(iii) when finished slewing over a gap, a signal of completiorte
child.

LISTEN
Listen for either

(i) instruction from a parent to aim across a gap,
(i) confirmation from a child aimed across a gap, or
(iii) confirmation that parent has passed the gap.

PROCESS

children will be necessary.

SLEW
(i) Aim at start wayangle and switch searchlight on,
(i) slew to next wayangle, or
(iii) slew to finish wayangle and switch searchlight off.

For timet > 0, each agent executes the following actions between a

Requiring guards to be situated in a PTSS tree is more
restrictive than the mere standing assumptions required by
DOWSS, but the time savings using PTSS over DOWSS
can be considerable. Despite our two example schemes to
construct a PTSS tree, it is not clear how to construct one

on (grey) across a gap (thiskedsegment WHICH clears an environment in minimum time among all
to cell P/ may always be accomplished by the child Possible PTSS trees. It is also not clear how to optimally

choose the root of the tree (point of deployment). However,
if the environment layout is known a priori and one may
choose the root location, then an exhaustive strategy may be
adopted whereby all possible root choices are compared.

V. CONCLUSIONS

In this paper we have provided two solutions to the
distributed searchlight scheduling problem. DOWSS reguire
that the guards satisfy the standing assumptions, has geessa
size O(n), and sometimes requires ting@(r2) to clear an
environment. PTSS requires that the agents be positioned
according to a PTSS tree, has constant message size, and
requires time linear in the height of the PTSS tree. We

" have given two procedures for constructing PTSS trees, one
requiring no more than- < n — 3 guards for a general
polygonal environment, and two requiring no more tl%gﬁ
guards for an orthogonal environment. Guards slew through
a total angle no greater th&ma, so the upper bounds on the
time for PTSS to clear an environment with these partitions
are 2Zr < 2%(p — 3) and = (n — 2), respectively. Because
PTSS allows searchlights to slew concurrently, it gengrall
clears an environment much faster than DOWSS. However,
a direct comparison is not appropriate since DOWSS does
not specify how to choose guards whereas PTSS does.
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Lemma 4.12 (PTSS Message Siadgssages passed be-

tween agents executing PTSS have constant size.



