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Abstract. In this paper we study motion coordination problems for groups of robots that ex-
change information through a rate-constrained communication network. For rendezvous and deploy-
ment problems, we propose an integrated control and communication scheme combining a logarith-
mic coder/decoder with linear coordination algorithms. We show that the closed-loop performance is
comparable to the one achievable in the quantization-free model: the time complexity is unchanged
and the exponential convergence factor degrades smoothly as the quantization accuracy becomes
coarser.

1. Introduction.

Problem description and motivation. This work focuses on robotic coordination
problems among robots that communicate through reliable digital channels, i.e.,
robots connected by a data-rate constrained network. The problem is motivated
by the rising importance of robotic network technologies and the scientific interest in
combined control and communication problems. We consider two prototypical control
problems, namely rendezvous and deployment, and we consider jointly the commu-
nication constraints of limited topology (specifically, the communication graph is a
chain) and of limited bandwidth.

Literature review. This work combines methods from data-rate constrained con-
trol and robotic networks models. First, a rich literature is available on data-rate
constrained and quantized control; e.g., see the survey in [15]. The quantized coordi-
nation problems has received instead less attention. In [8] a randomized distributed
algorithm for the quantized consensus is proposed. A preliminary version of the cod-
ing/decoding strategies here analyzed is presented in [3]. Second, a survey on cooper-
ative mobile robotics is presented in [2] and an overview of control and communication
issues is contained in [9]. Additional references on rendezvous and deployment prob-
lems include [1, 10, 4, 11, 5]. In [12] the authors provide the formal definitions of
robotic network, control and communication law, coordination task, and time and
communication complexity. In [13] the same authors analyze a number of basic co-
ordination algorithms running on synchronous robotic network. In particular, they
provide an asymptotic characterization of the time complexity of the circumcenter
law, achieving rendezvous, and of the centroid law, achieving deployment over a re-
gion of interest. Building on [12, 13], this paper analyzes these two control law with a
new approach: we assume that the robots communicate throughout digital channels
and hence can share only quantized information about their states. Additional ref-
erences on convergence rates and time complexity of motion coordination algorithms
include [16, 18]

Statement of contributions. The main contributions of this article are as follows.
First, we formulate a novel coordination problems with quantized information (we
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assume however that the links are reliable, i.e., no transmitted packets are lost). Sec-
ond, we adapt coding/decoding strategies, that were proposed for centralized control
and communication problems, to the setting of multi-agent networked systems. In
particular, we present two coding/decoding strategies, one based on the exchange of
logarithmically quantized information, the other on a zoom in - zoom out strategy.
Third, we show that the novel quantized coordination schemes (circumcenter law and
the centroid law with quantized information) achieve the same rendezvous and de-
ployment tasks as the corresponding previously-known schemes achieved with exact
information (no quantization). Fourth, we show that these coordination tasks are
achieved with unchanged time complexity, i.e., the asymptotic convergence factor is
not affected by the introduction of a coder/decoder pair. Additionally, we show that
the convergence factors depend smoothly on the accuracy parameter of the quantized
and that, remarkably, that the critical quantizer accuracy sufficient to guarantee con-
vergence is independent from the network dimension. Fifth and finally, although our
mathematical analysis establishes convergence and time complexity only for coordina-
tion algorithms with logarithmic coders, through simulations we illustrate that zoom
in - zoom out uniform coders achieve the same closed-loop convergence properties.

Organization. Section 2 introduces a model of robotic networks. In Section 3
we present two strategies of coding/decoding of the data throughout reliable digital
channels: one based on logarithmic quantizers, the other on uniform quantizers. We
analyze a combined logarithmic coder and coordination algorithm model in Section 4;
all proofs are provided in Section 5. We provide simulations results in Section 6 and
our conclusions in Section 7. In the Appendix A, we review some results on augmented
tridiagonal matrices. In Appendix B we generalize a well-known algebraic result and
a linear parameter-varying stability result.

Notation. We let {true, false} be the set {true, false}. We let
∏

i∈{1,...,N} Si

denote the Cartesian product of sets S1, . . . , SN . We let R>0 denote the set of strictly
positive real numbers. The set of positive natural numbers is denoted by N and Z≥0

denote the set of non-negative integers. For x ∈ R
d, we denote by ‖x‖ and ‖x‖∞ the

Euclidean and the ∞-norm of x, respectively (recall that ‖x‖∞ ≤ ‖x‖2 ≤
√

d‖x‖∞
for all x ∈ R

d). We define the vectors 0 = (0, . . . , 0)T and 1 = (1, . . . , 1)T in R
d.

For f, g : N → R, we say that f ∈ O(g) if there exist N0 ∈ N and k ∈ R>0 such
that |f(N)| ≤ k|g(N)| for all N ≥ N0. For f, g : N → R, we say that f ∈ o(g) if

limn→∞
f(n)
g(n) = 0. For m = [m1, . . . ,mN ]T ∈ R

N , let diag{m} or diag{m1, . . . ,mN}
denote a diagonal matrix having the components of m as diagonal elements.

2. Models and problem statement. In this section we review from [12] a sim-
ple model of robotic network, the notions of control and communication law, and the
notions of coordination tasks and time complexity. We then review two known algo-
rithms for rendezvous and deployment, and state the quantized coordination problem
of interest in this paper.

2.1. A robotic network model. The paper [12] proposes a formal model for
robotic networks, and defines the notions of control and communication laws, tasks,
and time and communication complexity. We present here simplified versions of these
notions with a discrete-time communication, discrete-time motion model: each robot
evolves in the physical domain, exchanges information with other robots in discrete
time and executes a state machine, which we shall refer to as a processor.

A robotic network S is a group of N identical agents endowed with the following
capabilities. The agents are at positions xi ∈ X, i ∈ {1, . . . , N}, where the state space
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X is a subset of R
d, for d ∈ N. In R

d, we describe the agents’ motion by

xi(t + 1) = xi(t) + ui(t), (2.1)

where ui is the ith control input taking value in some compact set U . More compactly
we can write

x(t + 1) = x(t) + u(t), (2.2)

where x(t) = [x1(t), . . . , xN (t)]
T

and u(t) = [u1(t), . . . , uN (t)]
T
. The agents exchange

messages among themselves along communication links. The collection of communica-
tion links among robots is a set of un-ordered pairs of identifiers, i.e., communication
is assumed to be bidirectional and the set of communication links is a set of undirected
edges E. We assume that each agent can measure its own position. In summary, a
robotic network is described by the set of identifiers {1, . . . , N}, the state space X
and control set U for each robot, and the collection of communication links E.

A control and communication law CC for a robotic network S consists of the sets:
(i) A, a set containing the null element, called the communication alphabet ;

elements of A are called messages;
(ii) W called the processor state set ;

and of the maps:
(i) msg: X × W × {1, . . . , N} → A, called the message-generation function;
(ii) stf : X × W ×AN → W , called the (processor) state-transition function;
(iii) ctl : X × W ×AN → U , called the (motion) control function.
The rationale behind these definition is the following: the state of robot i includes

both the physical state xi ∈ X and the processor state wi ∈ W of the state machine
that robot i implements. At each time t ∈ Z≥0, robot i sends to each of its neighbors j
in the communication graph G = ({1, . . . , N}, E) a message computed by applying the
message-generation function to the current values of its physical state xi, processor
state wi and to the identity j. Subsequently, but still at time t ∈ Z≥0, robot i
updates the value of its processor state wi by applying the state-transition function
to the current value of its physical state xi, processor state wi and to the messages
it receives from its neighbors. Finally, the motion of the ith robot is determined
by applying the control function to xi, wi, and the messages received at time t.
These ideas are formalized as follows. The evolution of (S, CC) from initial conditions
x0 ∈ XN and w0 ∈ WN is the collection of curves xi : Z≥0 → X and wi : Z≥0 → W ,
i ∈ {1, . . . , N}, satisfying

xi(t + 1) = xi(t) + ctl(xi(t), wi(t), yi(t)),

wi(t) = stf(xi(t), wi(t − 1), yi(t)),

with xi(0) = (x0)i and wi(−1) = (w0)i, for i ∈ {1, . . . , N}. In the previous equations,
yi : Z≥0 → AN (describing the messages received by processor i) has components
yi,j(t), for j ∈ {1, . . . , N}, given by

yi,j(t) =

{
msg(xj(t), wj(t − 1), i), if (i, j) ∈ E,

null, otherwise.

For convenience, we shall also write x(t) = (x1(t), . . . , xn(t)) ∈ XN and w(t) =
(w1(t), . . . , wn(t)) ∈ WN .
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A coordination task for S is a map T : XN → {true, false}. The control and
communication law CC achieves the task T if, for all initial conditions x0 ∈ XN and
w0 ∈ WN , the network evolution t 7→ (x(t), w(t)) has the property that there exists
T ∈ N such that T(x(t)) = true for all t ≥ T .

Next, we give a notion of performance for a control and communication law. The
time complexity to achieve T with CC from (x0, w0) ∈ XN × WN is

TC(T, CC , x0, w0) = inf{t ∈ Z≥0 | T(x(τ)) = true , for all τ ≥ t},

where t 7→ (x(t), w(t)) is the evolution of (S, CC) from x0, w0. The time complexity to
achieve T with CC is

TC(T, CC) = sup {TC(T, CC , x0, w0) | x0 ∈ XN and w0 ∈ WN}.

Remark 2.1 (Static laws). A control and communication law is static if W
is a singleton. In this case, the state-transition function is trivial, and the law is
determined only by the communication alphabet, the message-generation function and
the control function. •

In recent years several algorithms achieving different tasks, like deployment, ren-
dezvous, flocking, cyclic pursuit have been designed for robotic networks models akin
to the one here presented. In what follows, we review some of these algorithms adopt-
ing the treatment in [13]: we present a unified “distributed linear systems” framework
for simple motion coordination tasks in 1-dimensional environments and the corre-
sponding known convergence rates. Specifically, in the following two subsections we
consider the problems of (i) rendezvous on the line and (ii) deployment on a segment.

2.2. Rendezvous on the line. We start by considering the rendezvous prob-
lem on the line. We consider a network of N agents moving in X = R and with
communication described by the chain graph with edges:

E = {{i, i + 1} | i ∈ {1, . . . , N − 1}}. (2.3)

For ε > 0, the ε-rendezvous task Tε-rndzvs : R
N → {true, false} is defined by Tε-rndzvs(x) =

true if and only if

|xi − avrg({x1, . . . , xN})| < ε, for all i ∈ {1, . . . , N},

where we use the shorthand avrg({y1, . . . , yh}) = (y1 + · · · + yh)/h. In other words,
Tε-rndzvs is true at x ∈ R

N if, for all i ∈ {1, . . . , N}, xi is at distance less than ε from
the average of its own position with the position of all agents.

To achieve this motion coordination task, we introduce the static circumcenter
control and communication law. We start by recalling that the circumcenter of a
point set on the line is the center of the smallest interval that encloses the set. Loosely
speaking, the law is described as follows. At each time instant each agent transmits
its position and receives its neighbors’ positions; it computes the circumcenter of the
point set comprised of its neighbors and of itself; it moves toward this circumcenter.
Formally, we describe the law as follows. Given a parameter k ∈ R, we denote the

circumcenter law by CC(k)
crcmcntr and define its control function by

u1(t + 1) = −kx1(t) + kx2(t),

ui(t + 1) = kxi−1(t) − 2kxi(t) + kxi+1(t), i ∈ {2, . . . , N − 1},
uN (t + 1) = kxN−1(t) − kxN (t).
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With this control law and adopting the definitions in Appendix A, the closed loop
system reads

x(t + 1) = ATrid+
N (k, 1 − 2k)x(t). (2.4)

It is easy to see that the above law preserves at each time instant the average of
the positions of the agents, namely 1

N
1T x(0) = 1

N
1T x(t) for all t. In other words

CC(k)
crcmcntr is a state-sum preserving law. This implies that, if CC(k)

crcmcntr reaches
asymptotically the rendezvous then limt→+∞ x(t) = x∗1 where x∗ = 1

N
1T x(0) is

the average of the initial condition x(0). We define now x̄(t) = x(t) − x∗1. Since
ATrid+

N (k, 1−2k)x∗1 = x∗1, it follows immediately that x̄ satisfies the same recursive
equation of x, i.e.

x̄(t + 1) = ATrid+
N (k, 1 − 2k)x̄(t). (2.5)

Next, we introduce two definitions. First, the quadratic form associated with a
symmetric matrix B ∈ R

N×N is the function ‖·‖B : R
N → R defined by ‖x‖2

B = xT Bx.
Second, a function f : Z≥0 → R converges to 0 exponentially fast if there exist a time
t0 ∈ Z≥0 and a positive constant λ ∈ [0, 1[ such that |f(t)| ≤ λt|f(0)|, for all t > t0;
we say that λ is the exponential convergence factor of f .

The following theorem on the above family of algorithms summarizes the known

results about the asymptotic properties and the complexity of CC(k)
crcmcntr.

Theorem 2.2 (Time complexity of circumcenter law on the line). Consider the
network S with edge set in (2.3) on the line X = R. Take ε ∈ R>0 and k ∈ ]0, 1

2 ].
Then the following statements hold:

(i) the law CC(k)
crcmcntr achieves the ε-rendezvous task Tε-rndzvs;

(ii) TC(Tε-rndzvs, CC(k)
crcmcntr) ∈ O(N2 log(Nε−1)) as ε → 0+ and N → +∞; and

(iii) along any network evolution t 7→ x(t), the function t 7→ ‖x̄(t)‖2
P , for P =

ATrid+
N (−1, 2), has exponential convergence factor 1 − 2kπ2/N2 + o(1/N2).

The proof is a slight generalization of the treatment in [12]; we do not report it
here in the interest of brevity.

2.3. Deployment on a segment. We consider a network S of N agents moving
inside a segment X = [−q, q], for q ∈ R>0, with communication given by the chain
graph in equation (2.3). We define the desired agent placement to be the vector
x∗ ∈ [−q, q]N with components

x∗
i = −q +

q

N
(1 + 2(i − 1)), i ∈ {1, . . . , N}.

This uniform placement is optimal with respect to a cost function given in [13] and dis-
cussed below. For small ε ∈ R>0, we define the ε-deployment task Tε-deplmnt : [−q, q]N →
{true, false} by

Tε-deplmnt(x) =

{
true, if |xi − x∗

i | ≤ ε, for all i ∈ {1, . . . , N} ,

false, otherwise.

To achieve this motion coordination task, we introduce the static centroid control
and communication law. Loosely speaking, the law is described as follows. At each
time instant each agent transmits its position and receives its neighbors’ positions; it
computes the centroid of an appropriate region, i.e., the agent’s Voronoi cell inside
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the segment; and it takes a step toward this centroid. The Voronoi cell of agent i in
the segment [−q, q] is the set of points in [−q, q] that are closer to agent i than to
any other agent j 6= i. Formally, we describe the law as follows. Given a parameter

k ∈ R, we denote the centroid law by CC(k)
centrd and define its control function by

u1(t) = −3kx1(t) + kx2(t) + 2k(−q),

ui(t) = kxi−1(t) − 2kxi(t) + kxi+1, i ∈ {2, . . . , N − 1},
uN (t) = kxN−1(t) − 3kxN (t) + 2kq.

Adopting the definitions in Appendix A, the control can be rewritten as u(t) =
ATrid−1

N (k,−2k)x(t) + [−2kq, 0, · · · , 0, 2kq]T and the closed loop reads

x(t + 1) = ATrid−
N (k, 1 − 2k)x(t) +

[
−2kq 0 · · · 0 2kq

]T
. (2.6)

It is easy to see that x∗ is a fixed point for this closed loop system. It is convenient
to define x̄ = x − x∗, so that

x̄(t + 1) = ATrid−
N (k, 1 − 2k)x̄(t). (2.7)

The following theorem on the above family of algorithms summarizes the known

results about the asymptotic properties and the complexity of CC(k)
centrd.

Theorem 2.3 (Time complexity of centroid law on a segment). Consider the
network S with edge set in (2.3) in the segment X = [−q, q]. Take ε ∈ R>0 and
k ∈ ]0, 1

2 ]. Then the following statements hold:

(i) the law CC(k)
centrd achieves the ε-deployment task Tε-deplmnt;

(ii) TC(Tε-deplmnt, CC(k)
centrd) ∈ O(N2 log(Nε−1)) as ε → 0+ and N → +∞; and

(iii) along any network evolution t 7→ x(t), the function t 7→ ‖x̄(t)‖2
P , for P =

ATrid−
N (−1, 2), has exponential convergence factor 1 − 2kπ2/N2 + o(1/N2).

The proof is a slight generalization of the treatment in [12]; we do not report it
here in the interest of brevity.

2.4. Quantized coordination problems. The two algorithms we presented
and numerous others in the literature rely upon a crucial assumption: each agent
transmits to its neighboring agents the precise value of its state, i.e., the message gen-
erating function is msg(x,w, j) = x. This implies the exchange of perfect information
through the communication network.

In what follows, we consider a more realistic case, i.e., we assume that the com-
munication network is constituted only of rate-constrained digital links. Accordingly,
the main objectives of this paper are to understand (1) how the previous algorithms
may be modified to overcome the forced quantization effects due to the digital chan-
nel, and (2) how much does their performance degrade. We refer to such problems as
to “quantized coordination” problems.

We note that the presence of a rate constraint prevents the agents from having
a precise knowledge about the state of the other agents. In fact, through a digital
channel, the i-th agent can only send to the j-th agent symbolic data in a finite or
countable alphabet; using only this data, the j-th agent can build at most an estimate
of the i-th agent‘s state. To tackle this problem we take a two step approach. First,
we introduce two coding/decoding schemes; each agent uses one of these schemes to
estimate the positions of its neighbors. Second, we consider the same control laws
presented above for deployment and rendezvous tasks, where, in place of the exact
knowledge of the states of the systems, we substitute estimates calculated according
to the proposed coding/decoding schemes.
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3. Coder/decoder pairs for digital channels. In this section we discuss a
general and two specific coder/decoder models for reliable digital channels; we follow
the treatment in the survey [15]. We will later adopt this coder/decoder structure to
define communication protocols in the robotic network.

Suppose a source wants to communicate to a receiver some time-varying data
x : Z≥0 → R via repeated transmissions at time instants in Z≥0. Each transmission
takes place through a digital channel, i.e., messages can only be symbols in a finite
or countable set (to be designed). The channel is assumed to be reliable, that is,
each transmitted symbol is received without error. A coder/decoder pair for a digital
channel is defined by the sets:

(i) a set Ξ, serving as state space for the coder/decoder; a fixed ξ0 ∈ Ξ is the
initial coder/decoder state;

(ii) a finite or countable set A, serving as transmission alphabet ; elements α ∈ A
are called message;

and by the maps:
(i) a map F : Ξ ×A → Ξ, called the coder/decoder dynamics;
(ii) a map Q : Ξ × R → A, being the quantizer function;
(iii) a map H : Ξ ×A → R, called the decoder function.

The coder computes the symbols to be transmitted according to, for t ∈ Z≥0,

ξ(t + 1) = F (ξ(t), α(t)), α(t) = Q(ξ(t), x(t)).

Correspondingly, the decoder implements, for t ∈ Z≥0,

ξ(t + 1) = F (ξ(t), α(t)), x̂(t) = H(ξ(t), α(t)).

Coder and decoder are jointly initialized at ξ(0) = ξ0. Note that an equivalent rep-
resentation for the coder is ξ(t + 1) = F (ξ(t), Q(ξ(t), x(t))), and α(t) = Q(ξ(t), x(t)).
In summary, the coder/decoder dynamics is given by

ξ(t + 1) = F (ξ(t), α(t)),

α(t) = Q(ξ(t), x(t)),

x̂(t) = H(ξ(t), α(t)).

(3.1)

In what follows we present two interesting coder/decoder pairs: the logarithmic quan-
tizer strategy and the “zoom in - zoom out” uniform quantizer strategy.

3.1. Logarithmic coder. This strategy is presented for example in [6]. Given
an accuracy parameter δ ∈ ]0, 1[ , define the logarithmic set of quantization levels

Sδ =
{(1 + δ

1 − δ

)ℓ}

ℓ∈Z

∪ {0} ∪
{
−
(1 + δ

1 − δ

)ℓ}

ℓ∈Z

, (3.2)

and the corresponding logarithmic quantizer (see Figure 3.1 (left panel)) lgqδ : R → Sδ

by

lgqδ(x) =






(1 + δ

1 − δ

)ℓ

, if ℓ ∈ Z satisfies
(1 + δ)ℓ−1

(1 − δ)ℓ
≤ x ≤ (1 + δ)ℓ

(1 − δ)ℓ+1
,

0, if x = 0,

− lgqδ(−x), if x < 0.
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Smaller values of the parameter δ correspond to more accurate logarithmic quantizers
lgqδ. For δ ∈ ]0, 1[, the logarithmic coder/decoder is defined by the state space Ξ = R,
initial state ξ0 = 0, the alphabet A = Sδ, and by the maps

ξ(t + 1) = ξ(t) + α(t),

α(t) = lgqδ(x(t) − ξ(t)),

x̂(t) = ξ(t) + α(t).

(3.3)

The coder/decoder pair is analyzed as follows. One can observe that ξ(t+1) = x̂(t)
for t ∈ Z≥0, that is, the coder/decoder state contains the estimate of the data x. The
transmitted messages contain a quantized version of the estimate error x − ξ. The
estimate x̂ : Z≥0 → R satisfies the recursive relation

x̂(t + 1) = x̂(t) + lgqδ (x(t + 1) − x̂(t)) ,

with initial condition x̂(0) = lgqδ (x(0)) determined by ξ(0) = 0. Finally, define the

function r : R → R by r(y) =
lgqδ(y) − y

y
for y 6= 0 and r(0) = 0. Some elementary

calculations show that |r(y)| ≤ δ for all y ∈ R. Accordingly, if we define the trajectory
ω : Z≥0 → [−δ,+δ] by ω(t) = r(x(t + 1) − x̂(t)), then we obtain that

x̂(t + 1) = x̂(t) + (1 + ω(t))
(
x(t + 1) − x̂(t)

)
. (3.4)

3.4 will be useful later when we will analyze from a theoretical point of view the
“quantized coordination”.

Fig. 3.1. The logarithmic quantizer (left) and the uniform quantizer, for m = 6 (right).

3.2. Zoom in - zoom out uniform coder. In this strategy the information
transmitted from source to receiver is quantized by a scalar uniform quantizer which
can be described as follows. For L ∈ N, define the uniform set of quantization levels

SL =
{
− 1 +

2ℓ − 1

L

∣∣ ℓ ∈ {1, . . . , L}
}
∪ {−1} ∪ {1}

and the corresponding uniform quantizer (see Figure 3.1 (right panel)) unqL : R → SL

by

unqL(x) =






−1 +
2ℓ − 1

L
, if ℓ ∈ {1, . . . , L} satisfies − 1 +

2(ℓ − 1)

L
≤ x ≤ −1 +

2ℓ

L
,

1, if x > 1,

−1, if x < −1.
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Larger values of the parameter L correspond to more accurate uniform quantizers
unqL. Let m denote the number of quantization levels; then m = L + 2. For L ∈ N,
kin ∈ ]0, 1[, and kout ∈ ]1,+∞[, the zoom in - zoom out uniform coder/decoder has
the state space Ξ = R × R>0, the initial state ξ0 = (0, 1), and the alphabet A = SL.
The coder/decoder state is written as ξ = (x̂−1, f) and the coder/decoder dynamics
are

x̂−1(t + 1) = x̂−1(t) + f(t)α(t),

f(t + 1) =

{
kin f(t), if |α(t)| < 1,

kout f(t), if |α(t)| = 1.

The quantizer and decoder functions are, respectively,

α(t) = unqL

(x(t) − x̂−1(t)

f(t)

)
,

x̂(t) = x̂−1(t) + f(t)α(t).

The coder/decoder pair is analyzed as follows. One can observe that x̂−1(t+1) =
x̂(t) for t ∈ Z≥0, that is, the first component of the coder/decoder state contains the
estimate of the data x. The transmitted messages contain a quantized version of the
estimate error x − x̂−1 scaled by factor f . Accordingly, the second component of the
coder/decoder state f is referred to as the scaling factor : it grows when |x− x̂−1| ≥ f
(“zoom out step”) and it decreases when |x − x̂−1| < f (“zoom in step”).

4. Coordination algorithms with exchange of quantized information.
We consider now the same algorithms previously illustrated with the assumption
that the agents can communicate only through digital channels. Specifically in this
section we envision that each agent transmits to all its neighbors, the information
regarding its position, adopting the logarithmic coder/decoder scheme (3.1) described
in Subsection 3.1. We will analyze the zoom in - zoom out strategy by simulations in
Section 6.

We begin by discussing how each agent communicates with all its neighbors and
how the informations exchanged are used by each agent in order to build the estimates
of the positions of its neighbors. Consider the i-th agent is a neighbor of the j-th
agent at the time instant t. Assume that agent i and agent j maintain an estimate
x̂ij(t) ∈ R of the position of the j-th robot at the time instant t through a logarithmic
coder/decoder with accuracy δij ∈ ]0, 1[ . The estimate x̂ij is updated as follows.
At the time instant t + 1 the j-th agent measures its position xj(t + 1). By the
quantizer lgqδij

, it quantizes logarithmically the quantity xj(t + 1)− x̂ij(t) obtaining
the symbol αij(t) belonging to the logarithmic set of quantization levels as described
in (3.2). It sends this symbol to the i-th agent that uses it to update x̂ij according
to the rule (3.4), namely

x̂ij(t + 1) = x̂ij(t) + (1 + ωij(t)) (xj(t + 1) − x̂ij(t)) ,

where we let ωij(t) = r (xj(t + 1) − x̂ij(t)).
In general we may have different encoders at the agent j, according to the intended

receiver agent i. For the sake of the notational convenience, we assume that the agent
j uses the same encoder for all the data transmissions. Thus, the agent j will send
the same symbol αj(t) := αij(t) to all the other receiving agents i. In this case all
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the agents i will obtain the same estimate of xj , namely we can define a single state
estimate x̂j := x̂ij which is common to all the agents i that receive messages from
agent j. Moreover, we assume also that the logarithmic coder/decoders used by the
agents have the same accuracy, namely the same value of the parameter δ ∈ ]0, 1[ .
This implies that ωij(t) := ωj(t) for all i such that the i-th agent is a neighbor of
the j-th agent. The above assumptions allow us to define the N -dimensional vector
x̂ = [x̂1, . . . , x̂N ]

T
. In the communication and control laws illustrated in Section

2 the state x will be now replaced by its estimate x̂. In the next subsections we
will consider the quantized version of each algorithm in a detailed way. From now

on, we will denote the communication and control laws by the symbols CC(k)
q-centrd,

CC(k)
q-midpoint and CC(k)

q-crcmcntr meaning the fact that they are based on exchanges of
quantized information.

4.1. Rendezvous on the line. It is worth providing an example formal defi-
nition of a control and communication law for a network with digital links. We do it
here for the rendezvous problem on the line and are less formal in the other example
below. Recall that the case without quantization is discussed in Section 2.2. Comply-
ing with the formal definition in Section 2.1, we define the control and communication

law CC(k)
q-crcmcntr with the following processor state set and message-generation, state-

transition and control functions:

Processor state set: Given agent i at position xi, the logic state wi of agent i contains
an estimate of its own position x̂i and of the position of its neighbors, namely
x̂i+1 and x̂i−1 if 1 < i < N , x̂2 if i = 1, and x̂N−1 if i = N . In other words, we
select the processor state set to be R

2 if i = 1 or i = N , and R
3 if 1 < i < N ;

in components, we set w1 = (x̂1, x̂2) ∈ R
2, wN = (x̂N−1, x̂N ) ∈ R

2, and
wi = (x̂i, x̂i+1, x̂i−1) ∈ R

3 if 1 < i < N ;
Message-generation function: Given an accuracy δ ∈ ]0, 1[ , for 1 < i < N , we have

that agent i implements the message-generation function

msg(xi, (x̂i, x̂i+1, x̂i−1), j) = lgqδ(xi − x̂i), j ∈ {i − 1, i + 1},

where we define the alphabet to be the logarithmic set of quantization levels
Sδ, see Section 3.1; if i = 1 and i = N , then the above message-generation
function modifies suitably to the communication graph, namely

msg(x1, (x̂1, x̂2), 2) = lgqδ(x1 − x̂1), and

msg(xN , (x̂N , x̂N−1), N − 1) = lgqδ(xN − x̂N ).

State-transition function: Consider first the case 1 < i < N . We design the state-
transition function component-wise as

stfj(xi, (x̂i, x̂i+1, x̂i−1), yi) =

{
x̂i + lgqδ(xi − x̂i), if j = i,

x̂j + αj , if j ∈ {i − 1, i + 1},

where yi, the array of received messages, has components yi,j = αj , for
j ∈ {i − 1, i + 1}; if i = 1 and i = N we have respectively that

stfj(x1, (x̂1, x̂2), y1) =

{
x̂1 + lgqδ(x1 − x̂1), if j = 1,

x̂2 + α2, if j = 2,
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where y1,2 = α2, and

stfj(xN , (x̂N , x̂N−1), y1) =

{
x̂N + lgqδ(xN − x̂N ), if j = N,

x̂N−1 + αN−1, if j = N − 1,

where yN,N−1 = αN−1,
Control function: We define the control function by

u1(t + 1) = −kx̂1(t) + kx̂2(t),

ui(t + 1) = kx̂i−1(t) − 2kx̂i(t) + kx̂i+1(t), i ∈ {2, . . . , N − 1},
uN (t + 1) = kx̂N−1(t) − kx̂N (t).

It is easy to see that, in matrix notation the above control function is written
as u(t) = ATrid+

N (k,−2k)x̂(t).

This completes the formal description of the law CC(k)
q-crcmcntr. To analyze the asymp-

totic properties of this law, it is convenient to write the close-loop system in terms of
the quantities x̄ = [x̄1, . . . , x̄N ]

T
and e = [e1, . . . , eN ]

T
, where x̄i(t) = xi(t)− 1

N
1T x(0)

is the distance of the i-th agent from the average of the initial condition, and ei(t) =
x̂i(t)−xi(t) is the estimate error. From now on, let x∗ = (1/N)1T x(0). We can write

x(t + 1) = x(t) + ATrid+
N (k,−2k)x̂(t)

= (ATrid+
N (k,−2k) + IN )x(t) + ATrid+

N (k,−2k)e(t)

= ATrid+
N (k, 1 − 2k)x(t) + ATrid+

N (k,−2k)e(t).

By recalling that ATrid+
N (k, 1 − 2k)1 = 1, it follows that

x̄(t + 1) = ATrid+
N (k, 1 − 2k)x̄(t) + ATrid+

N (k,−2k)e(t).

Consider now the recursive equation for x̂:

x̂(t + 1) = x̂(t) + (IN + Ω(t)) (x(t + 1) − x̂(t)) ,

where Ω(t) := diag {ω1(t), . . . , ωN (t)}. We rewrite this equation in terms of x̄ and e:

x̂(t + 1) − x(t + 1) = Ω(t) (x(t + 1) − x̂(t)) = Ω(t) (x(t + 1) − x(t) − e(t))

= Ω(t) (x(t + 1) − x∗1 − (x(t) − x∗1) − e(t))

= Ω(t)
(
ATrid+

N (k,−2k)x̄(t) + ATrid+
N (k,−1 − 2k)e(t)

)
.

In summary, we can write the closed loop system in matrix form as

[
x̄(t + 1)
e(t + 1)

]
=

[
IN 0
0 Ω(t)

] [
A B
B C

] [
x̄(t)
e(t)

]
, (4.1)

where A = ATrid+
N (k, 1 − 2k), B = A − IN , and C = A − 2IN . The following result

illustrates the asymptotic properties and the time complexity of CC(k)
q-crcmcntr

Theorem 4.1 (Time complexity of quantized circumcenter law). Let ε ∈ R>0,
let k ∈ R and δ ∈ R such that k ∈ ]0, 1

2 ] and δ ∈ ]0, (1 − 2k)/(1 + 2k)[ . Then the
following statements hold:

(i) the law CC(k)
q-crcmcntr achieves the ε-rendezvous task Tε-rndzvs;
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(ii) TC(Tε-rndzvs, CC(k)
crcmcntr) ∈ O(N2 log(Nε−1)) as ǫ → 0 and N → +∞; and

(iii) let z(t) = [x̄(t) e(t)]
T
. Then, along any network evolution t → z(t), the func-

tion t → ‖z(t)‖2
P̄

has exponential convergence factor 1−
(
2−γ(k, δ)

)
kπ2/N2+

o(1/N2), where

P̄ =

[
ATrid+

N (k, 1 − 2k) 0
0 kδ2γ(k, δ)IN

]
,

for γ(k, δ) = 1− 2k− (1+2k)δ2 −
√

(1 − 2k − (1 + 2k)δ2)
2 − 16k2δ2 ∈ ]0, 1[ .

Proof. The proof follows immediately from Theorem 5.2 and Theorem 5.3 and
Corollary 5.4 below.

Remark 4.2.
(i) For a given fixed k, we have that limδ→0+ γ(k, δ) = 0+ and hence, in the limit

as δ → 0+, the exponential convergence factors for the quantized circumcenter
law and for the circumcenter law become equal.

(ii) The control law described above is state-sum preserving, namely 1T x(t) =

1T x(0) for all t. This implies that, if CC(k)
q-crcmcntr asymptotically reaches

rendezvous, then limt→+∞ x(t) = x∗1 where x∗ = 1
N

1T x(0) is the average of
the initial condition x(0). This same property holds also in the setting without
quantization.

(iii) It is possible to define a control and communication law in which each agent
i uses the exact value xi instead of the estimate x̂i to compute the control law
ui. For such a law, time complexity and convergence factor are very similar
to the ones obtained in Theorem 4.1. •

4.2. Deployment on a segment. The quantized version of the control input

CC(k)
centrd, denoted by CC(k)

q-centrd, is

u1(t) = −3kx̂1(t) + kx̂2(t) + 2k(−q),

ui(t) = kx̂i−1(t) − 2kx̂i(t) + kx̂i+1, i ∈ {2, . . . , N − 1},
uN (t) = kx̂N−1(t) − 3kx̂N (t) + 2kq.

In matrix notation, the control law is u = ATrid−
N (k,−2k)x̂ + [−2kq 0 · · · 0 2kq]T ,

and the evolution of x is

x(t + 1) = x(t) + ATrid−
N (k,−2k)x̂(t) +

[
−2kq 0 · · · 0 2kq

]T
.

To analyze the asymptotic properties of this law, we introduce the estimation error
e(t) = x̂(t) − x(t) to write:

x(t + 1) = ATrid−
N (k, 1 − 2k)x(t) + ATrid−

N (k,−2k)e(t) +
[
−2kq 0 · · · 0 2kq

]T
.

From Section 2.3, we recall x̄(t) = x(t) − x∗, with x∗ = ATrid−
N (k, 1 − 2k)x∗ +

[−2kq, 0, · · · , 0, 2kq]T , to write:

x̄(t + 1) = ATrid−
N (k, 1 − 2k)x̄(t) + ATrid−

N (k,−2k)e(t).

Again we rewrite the recursive equation for x̂

x̂(t + 1) = x̂(t) + (IN + Ω(t)) (x(t + 1) − x̂(t)) ,
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in terms of x̄ and e. Straightforward calculations similar to the ones of the previous
subsection lead to the following

e(t + 1) = Ω(t)
(
ATrid−

N (k,−2k)x̄(t) + ATrid−
N (k,−1 − 2k)e(t)

)
.

In summary, we can write the closed loop system in matrix form as

[
x̄(t + 1)
e(t + 1)

]
=

[
IN 0
0 Ω(t)

] [
A B
B C

] [
x̄(t)
e(t)

]
, (4.2)

where A = ATrid−
N (k, 1 − 2k), B = A − IN , and C = A − 2IN . The following result

illustrates the asymptotic properties and the time complexity of CC(k)
q-centrd

Theorem 4.3 (Time complexity of quantized centroid law). Let ε ∈ R>0, k ∈
R, δ ∈ R such that k ∈ ]0, 1

2 [ and δ ∈ ]0, (1 − 2k)/(1 + 2k)[ . Define γ(k, δ) as in
Theorem 4.1. Then the following statements hold:

(i) the law CC(k)
q-centrd achieves the ε-deployment task Tε-deplmnt;

(ii) TC(Tε-deplmnt, CC(k)
q-centrd) ∈ O(N2 log(Nε−1)) as ǫ → 0+ and N → +∞; and

(iii) let z(t) = [x̄(t) e(t)]
T
. Then, along any network evolution t → z(t), the func-

tion t → ‖z(t)‖2
P̄
, has exponential convergence factor 1−

(
2−γ(k, δ)

)
kπ2/N2+

o(1/N2), where

P̄ =

[
ATrid−

N (−1, 2) 0
0 kδ2γ(k, δ)IN

]
.

Proof. The proof follows immediately from Theorem 5.6 and Theorem 5.7 and
Corollary 5.8 below.

5. Convergence analysis. This section is devoted to the study, based on a
worst-case analysis, of the convergence properties of the systems (4.1) and (4.2) pre-
viously introduced. In this section we provide a detailed analysis only for (4.1). Since
(4.2) can be treated in a similar way, for this case we will state only the statements
of theorems and some remarks emphasizing the more relevant aspects.

5.1. Rendezvous. Consider the system (4.1) and let us define

A(t) =

[
IN 0
0 Ω(t)

] [
A B
B C

]
. (5.1)

We recall that A = ATrid+
N (k, 1 − 2k), B = A − IN and C = A − 2IN . We start our

analysis by rewriting (5.1) in a more suitable way. Let

E =
{
E ∈ R

N×N |E = diag {e1, . . . , eN} , ei ∈ {−1,+1}, i ∈ {1, . . . , N}
}

.

Notice that E contains 2N elements. Hence, we can write E = {E1, . . . , E2N }, where
we are assuming that some suitable way to enumerate the matrices inside E has been
used. We assume that E1 = IN . By means of the above definitions we can introduce
an another set of matrices

R =

{
Ri =

[
IN 0
0 δEi

] [
A B
B C

] ∣∣∣Ei ∈ E
}

.
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The set R is useful because the matrix A(t) belongs to Co {R} for all t ≥ 0, where
Co {R} denotes the convex hull of the set R. In other words, for all t ≥ 0, there exist

nonnegative real numbers λ1(t), . . . , λ2N (t) such that
∑2N

i=1 λi(t) = 1 and

A(t) =

2N∑

i=1

λi(t)Ri.

Before proceeding with the analysis of (4.1), for N ∈ N and k ∈ ]0, 1/2[, we define

δq-crcmcntr(N) =
1 − k + k cos (N−1)π

N

1 + k − k cos (N−1)π
N

, (5.2)

with following provable properties
(i) δq-midpoint(N) ≥ (1 − 2k)/(1 + 2k), for all N ∈ N, and the equality holds

precisely when N is even;
(ii) limN→+∞ δq-midpoint(N) = (1 − 2k)/(1 + 2k).

We are able now to state the following result that will permit us to analyze the
system (4.1) by means of Theorem B.2 (see Appendix B).

Lemma 5.1. For v =
[
1T 0T

]T
, we have

Riv = v, and vT Ri = vT , for all i ∈ {1, . . . , 2N}.

Moreover, for δq-crcmcntr as in equation (5.2), the following facts are equivalent:
(i) 1 is the only eigenvalue of unit magnitude of the matrix R1 = R1(δ), and all

its other eigenvalues are strictly inside the unit disc;
(ii) δ < δq-crcmcntr.

Proof. The first part of the lemma is easily proved by observing that
[
IN 0
0 δEi

] [
A B
B C

] [
1
0

]
=

[
IN 0
0 δEi

] [
1
0

]
=

[
1
0

]
. (5.3)

Consider now R1; to compute its eigenvalues we calculate

det (λIN − R1) = det

[
λIN − A −B
−δB λIN − δC

]
. (5.4)

Since all the blocks of the above matrices are of the form ATrid+
N , they commute and,

therefore, we have from [17] that

det (λIN − R1) = det
[
λ2IN − (A + δC)λ + δ(AC − B2)

]

= det
[
ATrid+

N

(
−k (1 + δ) λ, λ2 − (1 − 2k + (−1 − 2k) δ) λ − δ

)]

=
(
λ2 − (1 − δ)λ − δ

)N−1∏

i=1

(
λ2 − biλ − δ

)
.

where we let bi = 1 − 2k + (−1 − 2k) δ + 2k(1 + δ) cos πi
N

. Hence, the eigenvalues of
R1 are given by the solution of the N second order equations

λ2 − (1 − δ)λ − δ = 0 (5.5)

λ2 − biλ − δ = 0, i ∈ {1, . . . , N − 1}. (5.6)
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The solutions of equation (5.5) are 1 and δ. For i ∈ {1, . . . , N − 1}, the two solutions
of equation (5.6) are

λ
(i)
1 =

bi −
√

b2
i + 4δ

2
, and λ

(i)
2 =

bi +
√

b2
i + 4δ

2
.

By straightforward algebraic calculations, one can see that the conditions |λ(i)
1 | < 1

and |λ(i)
2 | < 1, for all i ∈ {1, . . . , N − 1}, are satisfied precisely when δ < δq-crcmcntr.

The following two theorems characterize the asymptotic properties of system (4.1).

Theorem 5.2. Consider the system (4.1). The following facts are equivalent:

(a) δ < δq-crcmcntr;

(b) for each initial condition [x̄(0)T e(0)T ]T and for any sequence {Ω(t)}+∞
t=0 , we

have

lim
t→+∞

[
x̄(t)
e(t)

]
=

[
α1
0

]
, for α =

1

N
1T x̄(0).

Proof. We start by proving that (a) implies (b). In order to do so, we will show
that, for δ < δq-crcmcntr, there exists a suitable matrix P̄ ∈ R

2N×2N satisfying

P̄
[
1T 0T

]T
= 0, (5.7)

zT P̄ z > 0, (5.8)

zT

(
1

2

(
RT

i P̄Rj + RT
j P̄Ri

)
− P̄

)
z < 0, for all Ri, Rj ∈ R, (5.9)

for each nonzero z /∈ span{
[
1T 0T

]T }. This fact, together with Theorem B.2 (see
Appendix B) and Lemma 5.1, ensures that fact (a) implies (b). As candidate matrix
P̄ we select

P̄ =

[
P 0
0 γIN

]
, (5.10)

where P = ATrid+
N (−1, 2) and where γ is a suitable positive scalar to be determined.

Observe that the eigenvalues of P are 0 and 2 − 2 cos iπ
N

for i ∈ {1, . . . , N − 1} (see

Appendix A), where it is immediate to see that 2−2 cos iπ
N

> 0 for i ∈ {1, . . . , N −1}.
Since the spectrum of P̄ is the union of the spectrum of P and of γIN , it follows
that also P̄ has an eigenvalue equal to 0 and all other eigenvalues positive. Moreover,

since P̄
[
1T 0T

]T
=
[
(P1)T 0T

]T
= 0, we have that the eigenspace associated to

the eigenvalue 0 is generated by the vector [1T 0T ]T . Hence, P̄ satisfies (5.7) and
(5.8). Moreover, by the structure of P̄ , it is easy to check that RT

i P̄Rj = RT
j P̄Ri for

all Ri, Rj ∈ R. Thus, verifying (5.9) is equivalent to verify

zT
(
RT

i P̄Rj − P̄
)
z < 0, for all Ri, Rj ∈ R, (5.11)
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for any nonzero z /∈ span{
[
1T 0T

]T }. We have that

RT
i P̄Rj − P̄ =

[
A2P + γδ2BEiEjB − P ABP + γδ2BEiEjC

ABP + γδ2CEiEjB B2P + γδ2CEiEjC − γIN

]

=

[
A2P + γδ2B2 − P ABP + γδ2BC
ABP + γδ2CB B2P + γδ2C2 − γIN

]

+

[
γδ2B(EiEj − IN )B γδ2B(EiEj − IN )C

γδ2CB + γδ2C(EiEj − IN )B γδ2C(EiEj − IN )C

]

= R1P̄R1 − P̄ − Q,

where

RT
1 P̄R1 − P̄ =

[
A2P + γδ2B2 − P ABP + γδ2BC
ABP + γδ2BC B2P + γδ2C2 − γIN

]
,

and

Q = γδ2

[
B(IN − EiEj)B B(IN − EiEj)C
C(IN − EiEj)B C(IN − EiEj)C

]
= γδ2

[
BK
CK

]
[KB KC] ,

with K such that K2 = IN − EiEj . Clearly, Q ≥ 0 and Q
[
1T 0T

]T
= 0. Hence,

if RT
1 P̄R1 − P̄ satisfies (5.11), then (5.11) holds also for any pair Ri, Rj belonging

to R. We recall that all the matrices A,B,C, P are ATrid+
N and hence diagonal-

izable by the matrix F+ (see Appendix A). In general, given Z = ATrid+
N (a, b)

we have that F−1
+ ZF+ = diag {λ0(Z), . . . , λN−1(Z)} where λ0(Z), . . . , λN−1(Z) de-

note the eigenvalues of Z and λ0(Z) = b + 2a (see Appendix A). We shall now
find a condition on γ by applying Lemma B.3 to RT

1 P̄R1 − P̄ . Observe prelimi-
nary that λ0(P ) = 0 and λ0(B) = λ0(A − IN ) = 0 and that P1 = B1 = 0. It
follows that λ0

(
P − A2P − γδ2B2

)
= λ0(IN − A2)λ0(P ) − γδ2λ2

0(B) = 0 and that(
P − A2P − γδ2B2

)
1 = (IN − A2)P1 − γδ2B21 = 0. Clearly,

zT
1

(
P − A2P − γδ2B2

)
z1 > 0, for all z1 /∈ span{1}, (5.12)

if and only if

λi

(
P − A2P − γδ2B2

)
> 0, for all i ∈ {1, . . . , N − 1}. (5.13)

By a simple manipulation one can show that P = 1
k

(IN − A). Hence

λi(P − A2P − γδ2B2) =
1

k
λi

(
IN − A2

)
λi (IN − A) − γδ2 (A − IN )

2

= λ2
i (IN − A)

(
1

k
λi(IN + A) − γδ2

)
.

Let λmin(IN + A) denote the smallest eigenvalue of IN + A. Since the eigenvalues of
A are 1 and 1 − 2k + 2k cos iπ

N
, for i ∈ {1, . . . , N − 1}, we have that λmin(IN + A) =

1 + min{1,min1≤i≤N−1{1 − 2k + 2k cos iπ
N
}} ≥ 2 − 4k. Hence, in order for (5.13) to

be satisfied, it suffices that

γ <
2 − 4k

kδ2
. (5.14)
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Obviously, if this last condition is satisfied, then we have that ker(P−A2P−γδ2B2) =
span{1}. From P1 = 0 and BC1 = (A − IN )(A − 2IN )1 = (A − IN )(−1) = 0
we know that (ABP + γδ2BC)1 = 0 and, in turn, that ker(P − A2P − γδ2B2) ⊆
ker(ABP + γδ2BC). Consider now the condition

γIN − (B2P + γδ2C2)− (ABP + γδ2BC)(P − (A2P + γδ2B2))†(ABP + γδ2BC) > 0.

λ0

(
P −

(
A2P + γδ2B2

))
= 0 implies that also λ0

(
P −

(
A2P + γδ2B2

))†
= 0. Then

λ0

(
γIN − (B2P + γδ2C2) − (ABP + γδ2BC)(P − (A2P + γδ2B2))†(ABP + γδ2BC)

)

= λ0

(
γIN − (B2P + γδ2C2)

)
= γ

(
1 − δ2

)
> 0.

Let now i ∈ {1, . . . , N − 1}. From λi(P − (A2P + γδ2B2)) > 0 we have that λi(P −
(A2P + γδ2B2))† = 1/λi(P − (A2P + γδ2B2)). Therefore,

λi

(
γIN − (B2P + γδ2C2)

−(ABP + γδ2BC)(P − (A2P + γδ2B2))†(ABP + γδ2BC)
)

> 0

⇐⇒ λi

(
(P − A2P − γδ2B2)(γIN − B2P − γδ2C2) − (ABP + γδ2BC)2

)
> 0

⇐⇒ λi

(
γδ2

(
AC − B2

)2
P − γA2P − B2P 2 − γ2δ2B2 − γδ2C2P + γP

)
> 0.

Let now Y = γδ2
(
AC − B2

)2
P − γA2P −B2P 2 − γ2δ2B2 − γδ2C2P + γP . We have

Y =
γδ2

k

(
A(A − 2IN ) − (A − IN )2

)2
(IN − A) − γ

k
A2(IN − A) − 1

k2
(A − IN )2(IN − A)2

− γ2δ2(A − IN )2 − γδ2

k
(A − 2IN )2(IN − A) +

γ

k
(IN − A)

= (IN − A)

[
γδ2

k
IN − γ

k
A2 − 1

k2
(IN − A)3 − γ2δ2(IN − A) − γδ2

k
(A − 2IN )2 +

γ

k
IN

]

= (IN − A)

[
γδ2

k
(A − 3IN )(IN − A) +

γ

k
(IN + A)(IN − A) − 1

k2
(IN − A)3 − γ2δ2(IN − A)

]

= (IN − A)2
[
γδ2

k
(A − 3IN ) +

γ

k
(IN + A) − 1

k2
(IN − A)2 − γ2δ2IN

]
.

From this last expression, straightforward calculations show that that the eigenvalues

of Y are λi(Y ) = 4k
(
aiγ

2 + biγ + ci

) (
1 − cos iπ

N

)2
, for i ∈ {1, . . . , N − 1}, where

ai = −kδ2, bi = 2

[
1 − k + k cos

iπ

N
− δ2

(
1 + k − k cos

iπ

N

)]
, ci = −4k

(
1 − cos

iπ

N

)2

.

Denote the solutions of aiγ
2 + biγ + ci = 0 by

γ
(1)
i =

−bi +
√

b2
i − 4aici

2ai

, γ
(2)
i =

−bi −
√

b2
i − 4aici

2ai

.

We define now three functions a : [−1, 1] → R, b : [−1, 1] → R and c : [−1, 1] → R by

a(x) = −kδ2, b(x) = 2
[
1 − k + kx − δ2 (1 + k − kx)

]
, c(x) = −4k (1 − x)

2
.
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Using basic calculus ideas, one can show that the assumption δ < δq-crcmcntr implies
b(x) > 0 and b(x)2 − 4a(x)c(x) > 0 for x ∈ [−1, 1]. These facts, together with the
observations that a(x) < 0 and c(x) < 0, imply, by the Cartesian rule, that all the

roots γ
(1)
i , γ

(2)
i , for i ∈ {1, . . . , N − 1}, are real and positive. Clearly, λi(Y ) > 0,

for i ∈ {1, . . . , N − 1}, if and only if γ
(1)
i < γ < γ

(2)
i . Let us define the functions

γ(1) : [−1, 1] → R and γ(2) : [−1, 1] → R by

γ(1)(x) =
−b(x) +

√
b(x) − 4a(x)c(x)

2a(x)
, γ(2)(x) =

−b(x) −
√

b(x) − 4a(x)c(x)

2a(x)

Now, using again basic calculus ideas, one can see that, if δ < δq-crcmcntr, then γ(1)(x)
is monotonically decreasing for x ∈ [−1, 1] whereas γ(2)(x) is monotonically increasing
for x ∈ [−1, 1]. Moreover, γ(1)(−1) < γ(2)(−1). Therefore, we can argue that

max
i∈{1,...,N−1}

γ
(1)
i < min

i∈{1,...,N−1}
, γ

(2)
i

and

max
i∈{1,...,N−1}

γ
(1)
i = γ

(1)
N−1, min

i∈{1,...,N−1}
γ

(2)
i = γ

(2)
N−1.

Moreover,

γ
(1)
N−1 <

1 − 2k − (1 + 2k)δ2 −
√

(1 − 2k − (1 + 2k)δ2)
2 − 16k2δ2

kδ2
= γ̄

(1)
N−1,

and

γ
(2)
N−1 >

1 − 2k − (1 + 2k)δ2 +

√
(1 − 2k − (1 + 2k)δ2)

2 − 16k2δ2

kδ2
= γ̄

(2)
N−1.

Hence, in order to have λi(Y ) > 0, for all i ∈ {1, . . . , N − 1}, it suffices that

γ̄
(1)
N−1 ≤ γ ≤ γ̄

(2)
N−1, (5.15)

Furthermore, observe that

γ̄
(2)
N−1 <

2
(
1 − 2k − (1 + 2k)δ2

)

kδ2
<

2 (1 − 2k)

kδ2
,

thus implying that if γ ≤ γ̄
(2)
N−1, then also equation (5.14) is satisfied. Hence, if (5.15)

holds, then the matrix P̄ introduced in (5.10) satisfies (5.7), (5.8) and (5.9).
Finally, in order to prove that (b) implies (a) we consider the sequence A(0) =

A(1) = A(2) = . . . = R1. If δ ≥ δq-crcmcntr, then at least two eigenvalues of R1 are

not strictly inside the unit disc and thus
∏+∞

i=0 R1 is a matrix which has at least two
eigenvalues different from 0.

Theorem 5.3. Let P̄ as in the previous theorem with γ as in (5.15). There exists
β(N) > 0 such that

zT RT
1 P̄R1z − zT P̄ z < −β(N)zT P̄ z, for all z /∈ span{

[
1T 0T

]T }, (5.16)
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and, as N → +∞,

β(N) =
(
2k − γδ2k2

) π2

N2
+ o

(
1

N2

)
.

Proof. We have that

RT
1 P̄R1 − (1 − β)P̄ =

[
A2P + γδ2B2 − P + βP ABP + γδ2BC

ABP + γδ2BC B2P + γδ2C2 − γIN + γβIN

]
.

Similarly to the previous theorem we shall apply Lemma B.3 to find a condition on

β satisfying zT
(
RT

1 PR1 − (1 − β)P
)
z < 0, for all z /∈ span{

[
1T 0T

]T }. Observe

that λ0

(
A2P + γδ2B2 − P + βP

)
= 0 and that

(
A2P + γδ2B2 − P + βP

)
1 = 0.

We have that

P − A2P − γδ2B2 − βP =
1

k
(IN − A) − 1

k
A2(IN − A) − γδ2(IN − A)2 − β

k
(IN − A)

=
1

k
(IN − A)

(
IN − A2 − kγδ2(IN − A) − βIN

)
.

Hence, it turns out that the condition λi

(
P − A2P − γδ2B2 − βP

)
> 0 is satisfied if

and only if

β < min
i∈{1,...,N−1}

(
1 − λi(A)2 − kγδ2 (1 − λi(A))

)

= min
i∈{1,...,N−1}

(
− 4k2 − 4k2 cos2

iπ

N
+ 4k − (4k − 8k2) cos

iπ

N
− kγδ2(2k − 2k cos

iπ

N
)
)
.

Define now the function f : [−1, 1] → R by

f(x) = 4k − 4k2 + (−4k + 8k2)x − 4k2x2 − kγδ2 (2k − 2kx)

Using basic calculus ideas one can show that, for δ < δq-crcmcntr, f is monotonically
decreasing for x ∈ [−1, 1]. Moreover, f(x) > 0 for x ∈ [−1, 1) and f(1) = 0. Therefore,

min
i∈{1,...,N−1}

(
1 − λi(A)2 − kγδ2 (1 − λi(A))

)
= 1 − λ1(A)2 − kγδ2 (1 − λ1(A))

= 4k − 4k2 + (−4k + 8k2) cos
π

N
− 4k2 cos2

π

N
− kγδ2

(
2k − 2k cos

π

N

)
> 0.

Clearly, if λi(P − A2P − γδ2B2 − βP ) > 0 for i ∈ {1, . . . , N − 1} then

ker
(
P − A2P − γδ2B2 − βP

)
= span{1}.

Since
(
ABP + γδ2BC

)
1 = 0, it follows that

ker
(
P − A2P − γδ2B2 − βP

)
⊆ ker

(
ABP + γδ2BC

)
.

Consider now the condition

γIN − γβIN − B2P − γδ2C2

−
(
ABP + γδ2BC

) (
P − A2P − γδ2B2 − βP

)† (
ABP + γδ2BC

)
> 0.
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Let i = 0. Since λ0(P − (βP + A2P + γδ2B2))† = 0, we have that

λ0

(
γIN − (γβIN + B2P + γδ2C2)

− (ABP + γδ2BC)(P − (βP + A2P + γδ2B2))†(ABP + γδ2BC)
)

= λ0

(
γIN − (γβIN + B2P + γδ2C2)

)
= γ − γβ − γδ2.

Hence, it follows that the following condition must be satisfied

β < 1 − δ2.

Let now i ∈ {1, . . . , N −1}. Reasoning similarly to the proof of the previous theorem,
it is straightforward to verify that

λi

(
γIN − (γβIN + B2P + γδ2C2)

−(ABP + γδ2BC)(P − (βP + A2P + γδ2B2))†(ABP + γδ2BC)
)

> 0

⇐⇒ λi

(
(P − (βP + A2P + γδ2B2))(γIN − (γβIN + B2P + γδ2C2))

−(ABP + γδ2BC)2
)

> 0

⇐⇒ λi

(
β2γP −

(
γP − B2P 2 − γδ2C2P + γ

(
P − A2P − γδ2B2

))
β

+
(
P − A2P − γδ2B2

) (
γIN − B2P − γδ2C2

)
−
(
ABP + γδ2BC

)2)
> 0

⇐⇒ λi

(
β2γP − (PY1 + γY2)β + Y1Y2 − Y 2

3

)
> 0,

where Y1 = γIN − B2P − γδ2C2, Y2 = P − A2P − γδ2B2 and Y3 = ABP + γδ2BC.
We know from the previous theorem that λi (PY1 + γY2) > 0 and λi

(
Y1Y2 − Y 2

3

)
> 0

for i ∈ {1, . . . , N − 1}. From the Cartesian rule, it follows that the equation

γλi(P )β2 − λi (PY1 + γY2) β + λi

(
Y1Y2 − Y 2

3

)
= 0

has two solutions

β
(i)
1 =

λi (PY1 + γY2) −
√

λi (PY1 − γY2)
2

+ 4γλi (PY 2
3 )

2γλi(P )

and

β
(i)
2 =

λi (PY1 + γY2) +
√

λi (PY1 − γY2)
2

+ 4γλi (PY 2
3 )

2γλi(P )
,

which are both positive with β
(i)
1 ≤ β

(i)
2 . Therefore, we argue that there exists β > 0

such that (5.16) is satisfied. Indeed, it suffices to take β such that

β < min

{
1 − λ1(A)2 − kγδ2 (1 − λ1(A)) , min

i∈{1,...,N−1}
β

(i)
1 , 1 − δ2

}
.

Assume now that N → ∞. By expanding cos π
N

in its Taylor series we obtain that

min
i∈{1,...,N−1}

(
1 − λi(A)2 − kγδ2 (1 − λi(A))

)
=
(
2k − γδ2k2

) π2

N2
+ o

(
1

N2

)
.
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We consider now mini∈{1,...,N−1} β
(i)
1 . To analyze this quantity, we define the functions

y1 : [−1, 1] → R, y2 : [−1, 1] → R and y3 : [−1, 1] → R by

y1(x) = γ − 8k2(1 − x)3 − γδ2(1 + 2k − 2kx)2

y2(x) = 4k(1 − x)2
[
2 − 2k + 2kx − kγδ2

]

y3(x) = 2k(−1 + x)
[
2(1 − 2k + 2kx) + γδ2(−1 − 2k + 2kx)

]
.

Observe that λi(Y1) = y1

(
cos iπ

N

)
, λi(Y2) = y2

(
cos iπ

N

)
and λi(Y3) = y3

(
cos iπ

N

)
.

Finally, let β̄ : [−1, 1) → R such that

β̄(x) =
2(1 − x)y1(x) + γy2(x) −

√
(2(1 − x)y1(x) − γy2(x))

2
+ 8γ(1 − x)y2

3(x)

4γ(1 − x)
.

Using basic ideas calculus it is possible to see that β̄ is concave in [−1, 1). Moreover,
β̄(−1) > 0 and limx→1 β̄(x) = 0. It follows that there exists N̄ such that

min
i∈{1,...,N−1}

β
(i)
1 = β

(1)
1 , for all N > N̄.

Straightforward calculations show that

lim
x→1

8γ(1 − x)y2
3(x)

(2(1 − x)y1(x) − γy2(x))
2 = 0

Thus, we have also that

lim
N→+∞

λ1

(
PY 2

3

)

λ1 (PY1 − γY2)
2 = 0.

Hence, for N → ∞, we have that

β
(1)
1 ≈ 2γλ1(Y2)

2γλ1(P )
=

2γλ1

(
P − A2P − γδ2B2

)

2γλ1(P )

=

1
k
λ1 (IN − A) λ1

(
IN − A2

)
− γδ2λ1

(
(IN − A)

2
)

1
k
λ1 (IN − A)

= λ1

(
IN − A2

)
− kγδ2λ1 (IN − A) = 2k

π2

N2
− γk2δ2 π2

N2
+ o

(
1

N2

)
,

where in the last equality we have used the fact that λ1(A) = 1− 2k π2

N2 + o
(

1
N2

)
. In

summary, for N → ∞, we can find β satisfying (5.16) such that

β = 2k
π2

N2
− γk2δ2 π2

N2
+ o

(
1

N2

)
.

The following corollary characterizes the time complexity of the quantized version
of the rendezvous algorithm.

Corollary 5.4. Consider the system (4.1). Then

TC(Tε-rndzvs, CC(k)
q-crcmcntr) ∈ O(N2 log(Nε−1)). (5.17)
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Proof. Recall that if Z is a positive semidefinite matrix, then

λmin(Z)‖v‖2 ≤ ‖v‖2
Z ≤ λmax(Z)‖v‖2,

where λmin, λmax denote respectively the smallest and the largest eigenvalues of Z.
We can extend the above inequality in the following way. Let v ∈ {ker Z}⊥ then

λ̄min(Z)‖v‖2 ≤ ‖v‖2
Z ≤ λmax(Z)‖v‖2,

where λ̄min(Z) denotes the smallest eigenvalue of Z different from 0.
Consider now the matrix P̄ introduced in Theorem 5.2 and the system (4.1). Let

z(t) = [x̄(t)T e(t)T ]T . We have that

‖z(t)‖P̄ ≤ (1 − β)t‖z(0)‖P̄ .

Next, let us convert the above contraction inequality into an appropriate inequality
on ∞-norm. First, we compute λ̄min(P̄ ). Since γ is independent on N , it follows that,

for N → ∞, λ̄min(P̄ ) = λ̄min(P ) = 2 − 2 cos π
N

= π2

N2 + o
(
1/N2

)
. Recall now the

basic inequality ‖w‖∞ ≤ ‖w‖ ≤
√

N‖w‖∞. Since z(t) ∈ (ker Z)⊥, we have that

‖z(t)‖∞ ≤ ‖z(t)‖P̄√
λ̄min(P̄ )

≤ (1 − β)t‖z(0)‖P̄√
λ̄min(P̄ )

.

In order to have ‖z(t)‖∞ < ǫ, it suffices that

t >
log

ǫ
√

λ̄min(P̄ )

‖z(0)‖P̄

log(1 − β)
=

log ǫ−1‖z(0)‖P̄√
λ̄min(P̄ )

− log(1 − β)
,

from which, recalling the expression of β and that log(1+x) = x+o(x) and performing
some manipulations, it follows that

t ∈ O
(
N2 log

(
ǫ−1N

))
.

5.2. Deployment on a segment. Consider the system (4.2). Let A(t) and R
be defined as in the previous subsection, with the only difference that now in all the
definitions A = ATrid−

N (k, 1−2k). Note that the matrix ATrid−
N (k, 1−2k), differently

from the matrix ATrid+
N (k, 1 − 2k), has all the eigenvalues strictly inside the unit

circle. This leads to the following result that will permit us to analyze equation (4.2)
by means of Theorem B.1 (see Appendix B).

Lemma 5.5. Let δq-centrd := δq-crcmcntr as in equation (5.2). The following facts
are equivalent:

(i) all eigenvalues of R1 = R1(δ) are strictly inside the unit disc; and
(ii) δ < δq-centrd.

Proof. The proof follows the lines of Lemma 5.1.
The following two theorems characterize the asymptotic properties of (4.2).
Theorem 5.6. Consider the system (4.2). The following facts are equivalent:
(a) δ < δq-centrd;
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(b) For each initial condition [x̄(0)T e(0)T ]T and for any sequence {Ω(t)}+∞
t=0 , we

have

lim
t→+∞

[
x̄(t)
e(t)

]
=

[
0
0

]
.

Proof. The proof is based on Theorem B.1 and is along the lines of the proof of
Theorem 5.2. We remark only that, in this case the matrix P̄ ∈ R

2N×2N verifying
the conditions of Theorem B.1 is

P̄ =

[
P 0
0 γIN

]
, (5.18)

where P = ATrid−
N (−1, 2) and where γ is as in Theorem 5.2.

Theorem 5.7. Let P̄ be as in (5.18). There exists β(N) > 0 such that

RT
1 P̄R1 − P̄ < −β(N)P̄ ,

and, as N → +∞,

β(N) =
(
2k − γδ2k2

) π2

N2
+ o

(
1

N2

)
.

Proof. The proof follows the lines of the proof of Theorem 5.3 using Theorem
7.7.6 in [7] in place of Lemma B.3.

Finally, the following corollary characterizes the time complexity of the Deploy-
ment on a segment.

Corollary 5.8. Consider the system (4.2). Then

TC(Tε-deplmnt, CC(k)
q-centrd) ∈ O(N2 log(Nε−1)). (5.19)

Proof. The proof is similar to the proof of Corollary 5.4.

6. Numerical simulations. In this section we provide some numerical results
illustrating the performance of the zoom in - zoom out strategy. In these simulations
we consider a network of N = 100 agents. Both for the rendezvous on the line and for
deployment on a segment the initial conditions has been generated randomly inside
the interval [−100, 100]. For all the experiments, we set the parameters kin and kout

to the values 1/2 and 2 and initialized the scaling factor f of each agent to the value
50. Moreover, we run simulations for two different values of m, m = 5 and m = 12.
The result obtained are reported in Figure 6.1. The variable plotted is the square
of the covariance of the vector x̄(t) both for the Rendezvous on the line and for the
Deployment on a segment, that is,

s(t) =
1

N

N∑

i=1

x̄2
i (t)

Note that, as depicted in Figure 6.1, also the zoom in- zoom out uniform coder-
decoder strategy seems to be very efficient in achieving the rendezvous and the de-
ployment tasks. In particular it is remarkable that this strategy works well even if
the uniform quantizer has a low number of quantization levels (m = 5). Finally, it is
worth observing that, as theoretically proved in the logarithmic coder-decoder strat-
egy, also in this case the performance degrades smoothly as the quantization becomes
coarser.
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Fig. 6.1. Zoom in - zoom out strategy for the scalar case: rendezvous an the line (left);
deployment on a segment (right).

Table 7.1
Summary and comparison of the results

Control law Parameters Time Complexity Convergence Factor

CC(k)
crcmcntr

and CC(k)
centrd

k ∈
]
0, 1

2

[
O(N2 log(Nε−1)) 1 − 2

kπ2

N2
+ o(

1

N2
)

CC(k)
q-crcmcntr

and CC(k)
q-centrd

k ∈
]
0, 1

2

[

δ ∈
[
0, 1−2k

1+2k

] O(N2 log(Nε−1)) 1 −
(
2 − γ(k, δ)

) kπ2

N2
+ o(

1

N2
)

7. Conclusion. This paper’s main results in Theorems 4.1 and 4.3 are summa-
rized in Table 7: the time complexity of the quantized rendezvous on a line and of the
quantized deployment on a segment is unchanged when compared to quantization-
free results in [13]. Moreover, for fixed control gain k, the exponential convergence
factor is a decreasing and asymptotically-vanishing function of the quantizer accuracy
δ, i.e., the convergence rate degrades smoothly as the quantization becomes coarser.
Remarkably, while the algorithms’ time complexity is a function of N , the interval of
admissible values for the quantizer accuracy δ is independent of it.
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Appendix A. Tridiagonal Toeplitz and circulant dynamical systems. For
n ≥ 2 and a, b ∈ R with a 6= 0, define the n×n symmetric tridiagonal Toeplitz matrix
Tridn(a, b) by

Tridn(a, b) =





b a 0 . . . 0
a b a . . . 0
...

. . .
. . .

. . .
...

0 . . . a b a
0 . . . 0 a b




.

From Example 7.2.20 in [14], we know that the eigenvalues and eigenvectors of
Tridn(a, b) are, for i ∈ {1, . . . , n},

b + 2a cos

(
iπ

n + 1

)
, vi :=

[
sin( iπ

n+1 ) sin( 2iπ
n+1 ) · · · sin( niπ

n+1 )
]T

.

Note that the eigenvectors are independent of a and b. If we define the matrix
Tn = [v1 · · · vn], then all matrices of the form Tridn(a, b) for arbitrary a, b, are
diagonalizable by Tn.

Next, for n ≥ 2 and a, b ∈ R, we define the n× n augmented tridiagonal matrices
ATrid+

n (a, b) and ATrid−
n (a, b) by

ATrid±
n (a, b) = Tridn(a, b) ±





a 0 . . . . . . 0
0 0 . . . . . . 0
...

. . .
. . .

. . .
...

0 . . . . . . 0 0
0 . . . . . . 0 a




.
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If we define

P+ =





1 1 0 0 . . . 0
1 −1 1 0 . . . 0
1 0 −1 1 . . . 0
...

. . .
. . .

. . .

1 0 . . . 0 −1 1
1 0 . . . 0 0 −1





, P− =





1 1 0 0 . . . 0
−1 1 1 0 . . . 0
1 0 1 1 . . . 0
...

. . .
. . .

. . .

(−1)n−2 0 . . . 0 1 1
(−1)n−1 0 . . . 0 0 1





,

then the following similarity transforms are satisfied:

ATrid±
n (a, b) = P±

[
b ± 2a 0

0 Tridn−1(a, b)

]
P−1
± . (A.1)

Consider now the matrix

T̄n =

[
1 0
0 Tn−1

]
.

It follows that all the matrices of the form ATrid+
n (a, b) (respectively, ATrid−

n (a, b)),
for arbitrary a, b, are diagonalizable by the matrix P+T̄n (respectively, P−T̄n). Ac-
cordingly, we define F+ and F− by

F± = P±T̄n,

and, given Z+ = ATrid+
n (a, b) and Z− = ATrid−

n (a, b), we know

F−1
+ Z+F+ = diag{λ0(Z+), . . . , λn−1(Z+)}, and F−1

+ Z−F− = diag{λ0(Z), . . . , λn−1(Z)}),

where λ0(Z±), . . . , λn−1(Z±) denote the eigenvalues of Z±. Clearly, λ0(Z±) = b± 2a.
We conclude by noting that augmented tridiagonal matrices commute, because they
are all diagonalized by the same similarity transformation.

Appendix B. General facts.
Given A1, . . . , Ak ∈ R

n×n, we let {A(t)}+∞
t=0 ⊂ Co{A1, . . . , Ak} denote a sequence

of matrices taking values in the convex hull of {A1, . . . , Ak}. We consider the dynam-
ical system

x(t + 1) = A(t)x(t). (B.1)

Theorem B.1 (Common Lyapunov function). For A1, . . . , Ak ∈ R
n×n, if there

exists a symmetric matrix P ∈ R
n×n such that

AT
i PAj + AT

j PAi

2
− P < 0, for all i, j ∈ {1, . . . , k},

then, for all initial conditions x(0) ∈ R
n and sequences {A(t)}+∞

t=0 ⊂ Co{A1, . . . , Ak},
the solution to (B.1) satisfies

lim
t→+∞

x(t) = 0.

The objective of this appendix is to generalize this classic result as follows.
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Theorem B.2 (Common Lyapunov function for convergence to eigenspace). As-
sume that 1 is a simple eigenvalue with left and right eigenvector v ∈ R

n for each
matrix A1, . . . , Ak ∈ R

n×n. If there exists a symmetric matrix P ∈ R
n×n satisfying,

for all nonzero z /∈ span{v} and for all i, j ∈ {1, . . . , k},

Pv = 0, zT Pz > 0, and zT

(
AT

i PAj + AT
j PAi

2
− P

)
z < 0, (B.2)

then, for all initial conditions x(0) ∈ R
n and sequences {A(t)}+∞

t=0 ⊂ Co{A1, . . . , Ak},
the solution to (B.1) satisfies

lim
t→+∞

x(t) = αv, α =
1

n
vT x(0).

Proof. Because v is a left and right eigenvector with eigenvalue 1, we have

Aiv = v, and vT Ai = vT , for i ∈ {1, . . . , k}. (B.3)

Consider the following decomposition

x(t) = xave(t) v + x⊥(t),

where x⊥ ⊥ v and where xave(t) = 1
n
vT x(t) ∈ R. Straightforward calculations show

that xave satisfies the recursive relation

xave(t + 1) = xave(t) +
1

‖v‖2
vT A(t)x⊥(t) = xave(t),

where in the last equality we have used the facts that vT A(t) = vT and vT x⊥ = 0.
Hence, xave(t) = xave(0) = (1/n)1T x(0), for all t. Now, let v1 = v and consider a basis
{v1, v2, . . . , vn} of R

n with the orthogonality property v1⊥vi for all i ∈ {2, . . . , n}. Let
T = [v1, . . . , vn] ∈ R

n×n. Let x̄ = T−1x = (x̃1, . . . , x̃n) and let x̃ = (x̃2, . . . , x̃n) ∈
R

n−1. By the assumption (B.3) we have that

T−1PT =

[
0 0

0 P̃

]
, T−1AiT =

[
1 0

0 Ãi

]
, T−1AjT =

[
1 0

0 Ãj

]
,

where P̃ , Ãi, Ãj ∈ R
(n−1)×(n−1) and P̃ > 0. It follows that

1

2

([
1 0

0 ÃT
i

] [
0 0

0 P̃

] [
1 0

0 Ãj

]
+

[
1 0

0 ÃT
j

] [
0 0

0 P̃

] [
1 0

0 Ãi

])
−
[
0 0

0 P̃

]

=

[
0 0

0 1
2

(
ÃT

i P̃ Ãj + ÃT
j P̃ Ãi

)
− P̃

]
,

where 1
2

(
ÃT

i P̃ Ãj + ÃT
j P̃ Ãi

)
− P̃ < 0, for all i, j ∈ {1, . . . , k}. Hence, Theorem B.1

implies limt→+∞ x̃(t) = 0 and, in turn, limt→+∞ xave(t) = (1/n)1T x(0).
We conclude this section with the following useful extension of Theorem 7.7.6

page 472 in [7].
Lemma B.3. Suppose that a symmetric matrix X is partitioned as

X =

[
X1 X2

XT
2 X3

]
,
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where X1 and X3 are square matrices of dimensions n1 × n1 and n2 × n2. Let 1 be
an n1-dimensional vector of ones and let 0 be an n2-dimensional vector of zeros. The
following statements are equivalent:

(i) zT Xz > 0, for all z /∈ span{[1T 0T ]T };
(ii) the following three facts are true:

(a) zT
1 X1z1 > 0, for all z1 /∈ span{1},

(b) X3 − XT
2 X†

1X2 > 0, and
(c) ker X1 ⊆ ker XT

2 .
Proof. First, we establish that (ii) implies (i). Since ker X1 ⊆ ker XT

2 , we have
that ImX2 ⊆ ImX1 and hence X2 = X1K for a suitable matrix K. Now, we let
Y = −X†

1X2 and, through some simple bookkeeping, we calculate

[
In1

0
Y T In2

] [
X1 X2

XT
2 X3

] [
In1

Y
0 In2

]
=

[
X1 0

0 X3 − XT
2 X†

1X2

]
.

Since the right-hand side is semidefinite positive, the positive semidefiniteness of X
follows from the exhibited congruence.

Next, we show that (i) implies (ii). By choosing z = [zT
1 0T ]T , with z1 /∈ span{1},

it is immediate to show that zT
1 X1z1 > 0, for all z1 /∈ span{1}. Suppose now that

there exists z1 such that v = XT
2 z1 6= 0 and X1z1 = 0. Let z2 satisfy zT

2 v = γ 6= 0.
Then

[
αzT

1 zT
2

] [X1 X2

XT
2 X3

] [
αz1

z2

]
= αzT

2 XT
2 z1 + αzT

1 X2z2 + zT
2 X3z2 = 2αγ + zT

2 X3z2.

If we choose α = −γ with γ sufficiently large, then the above quantity is negative con-
tradicting the assumption. Hence, kerX1 ⊆ ker XT

2 . The necessity of X3 −XT
2 X†

1X2

follows from the congruence exhibited previously.
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