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Control Algorithms along Relative Equilibria

of Underactuated Lagrangian Systems on Lie

Groups

Nikolaj Nordkvist1 Francesco Bullo2

Abstract

We present novel algorithms to control underactuated mechanical systems. For a class of invariant

systems on Lie groups, we design iterative small-amplitudecontrol forces to accelerate along, decelerate

along, and stabilize relative equilibria. The technical approach is based upon a perturbation analysis

and the design of inversion primitives and composition methods. We illustrate the algorithms on an

underactuated planar rigid body and on a satellite with two thrusters.

I. I NTRODUCTION

In this paper we study control of underactuated mechanical systems on Lie groups. We focus

on the particular class of motions called relative equilibria. A relative equilibrium is a motion for

which the body-fixed velocity is constant while no control forces are applied; thus when referring

to a relative equilibrium a specific body-fixed velocity is implied. Accelerating/decelerating along

a relative equilibrium means increasing/decreasing the velocity in the direction of a relative equi-

librium while the configuration behaves accordingly. We concentrate on the construction of small-

amplitude control forces that, when used iteratively, result in a given acceleration/deceleration

along a relative equilibrium; stabilization is achieved aszero acceleration. Perturbation analysis
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and Lie group theory play a crucial role in the analysis. Example systems to which the theory

applies are a hovercraft, modeled as an underactuated planar rigid body, and a satellite with two

thrusters.

The motivation for studying underactuated mechanical systems is twofold. First, control al-

gorithms for underactuated systems enable more general control designs than those in fully

actuated systems, e.g., less costly designs or lighter designs. Second, control algorithms for

underactuated systems are applicable in the situation of anactuator failure and, therefore, they

improve robustness of the control system; this robustness is crucial in case the vehicle is in a

hazardous environment or is hardly accessible (e.g., a satellite).

A vast literature is available on mechanical control systems. Extensive research has focused

on underactuated mechanical systems, especially in the context of controlled Lagrangians and

Hamiltonians, e.g., see [1], [2] and subsequent works. Somehow less research is available for

controlling systems along relative equilibria; a related spin-up problem is considered in [3], the

theory of kinematic reductions is exposed in [4]. Since thisdocument builds directly upon the

work in [5] we refer the reader to that document for a literature survey relevant for control

algorithms for underactuated Lagrangian systems on Lie groups. A generalization of the theory

in [5] to a larger class of mechanical systems can be found in [6]. An advantage of our approach

compared with implicit methods such as, e.g., the RRT search heuristic presented in [7], is that

the controls are given by closed-form expressions. Therefore, only limited computational power

is required—this is an appealing property when the controlsare to be calculated on-board and

weight and reliability are important design parameters.

As main contribution of this paper, we propose algorithms tocompute small amplitude

control forces that speed up, slow down, or stabilize, an underactuated system along a relative

equilibrium. The resulting algorithm amounts to a repeatedinvocation of a motion primitive

which, in turn, is composed of two control primitives in succession; these are denoted “inversion

primitives” as they amount to local inversion algorithms for the “controls to state” maps. The

main advantage of the proposed approach is its applicability to systems that are not linearly

controllable; the main limitation is that part of the results are applicable only ton-dimensional

systems with(n − 1) controls. We mention that algorithms to control motion along relative

equilibria are not presented in [5] which focused on controlalgorithms at velocities near zero.

This paper is organized as follows. First, we review the mathematical model of simple
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mechanical control systems on Lie groups, as described in [4], and perform perturbation analysis

for small amplitude forcing and initial velocity close to a relative equilibrium. Based on this

analysis we construct two inversion primitives and combinethem into a single motion primitive.

After an application of the motion primitive the system has accelerated or decelerated along

a relative equilibrium. Using this motion primitive iteratively we design an algorithm which

gives a control that results in a given acceleration/deceleration along a relative equilibrium. We

illustrate the approach by applying the algorithm numerically to an underactuated planar rigid

body and the satellite with two thrusters, and we end the noteby summarizing the results in a

conclusion.

II. M ATHEMATICAL MODEL AND PERTURBATION ANALYSIS NEAR A RELATIV E

EQUILIBRIUM

A simple mechanical control system on a Lie group is a mechanical system which has as

configuration manifold ann dimensional Lie groupG, with Lie algebrag, and Lagrangian equal

to the kinetic energy which is defined by an inertia tensorI : g → g
∗. We assume thatG is

a matrix Lie group with identity elementid and adjoint mapAdg : g → g associated to each

g ∈ G. Such a system has dynamics given by

ġ = g · ξ, (1)

Iξ̇ = ad∗
ξIξ +

m
∑

i=1

fiui(t), (2)

whereg ∈ G is the configuration,ξ ∈ g is the body-fixed velocity,adξ : g → g is the adjoint

operator andad∗
ξ : g

∗ → g
∗ its dual,fi ∈ g

∗ defines theith body-fixed force, andu : R → R
m is

bounded and measurable and gives the resultant force on the system according to
∑m

i=1 fiui(t).

In what follows,Σ = (G, I, {f1, . . . , fm}) denotes this mechanical control system.

We define the symmetric product〈· : ·〉 : g × g → g by

〈ξ : η〉 := −I
−1(ad∗

ξIη + ad∗
ηIξ).

Defining bi := I
−1fi, i ∈ {1, . . . ,m}, the dynamic equation (2) can be written as

ξ̇ = −1
2
〈ξ : ξ〉 +

m
∑

i=1

biui(t). (3)
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Remark 1 (Simplifying convention):It is well known thatg is ann-dimensional vector space.

We make no distinction betweeng andR
n in order to express a vector ing as a column vector

in R
n and in order to represent a linear map ong as a matrix. Although we make this choice

of notation, we shall be careful not to assume that the Lie algebra operation is commutative.•

A relative equilibriumfor Σ is a curvet 7→ g0 exp(tξre) ∈ G, for g0 ∈ G and ξre ∈ R
n, that

is a solution to the dynamics (1), (2) for zero inputu. It is easy to see thatt 7→ g0 exp(tξre) is

a relative equilibrium if and only if〈ξre : ξre〉 = 0. It is convenient to call relative equilibrium

both the curvet 7→ g0 exp(tξre) and the vectorξre. Given a relative equilibriumξre, we define

the linear mapAre : R
n → R

n by Areη := −〈ξre : η〉.

Remark 2 (Time scaling):Let λ > 0 and T > 0 and defineτ = t/λ. If (g(t), ξ(t)) is a

solution for t ∈ [0, T ] to (1)-(2) with controlu(t), then (g(τ/λ), ξ(τ/λ)/λ) is a solution for

τ ∈ [0, λT ] with control u(τ/λ)/λ2. In the following we chooseT = 2π for simplicity. •

We are interested in control signalsu ∈ C0([0, 2π], Rm) of the form

u(t) = ǫu1(t) + ǫ2u2(t), 0 < ǫ ≪ 1,

where ui ∈ C0([0, 2π], Rm). Accordingly, we definebj(t) :=
m
∑

i=1

biu
j
i (t), j ∈ {1, 2}. In the

perturbation analysis it will be convenient to define, forf ∈ C0([0, 2π], Rn) andσ ∈ R,

f
σ
(t) :=

∫ t

0

eσAre(t−s)f(s)ds, f(t) := f
0
(t).

In what follows,s andτ will be used as integration variables only.

Proposition 3 (Perturbation analysis):Let Σ be a mechanical control system on a Lie group

with a relative equilibriumξre and corresponding matrixAre. For 0 < ǫ ≪ 1 and σ > 0, let

[0, 2π] ∋ t 7→ (g(t), ξ(t)) be the solution to (1) and (3) witht 7→
∑m

i biui(t) = ǫb1(t) + ǫ2b2(t)

and from initial velocityξ(0) = σξre + ǫ2ξ2
0 , for ξ2

0 = O(1), and initial configurationg(0) = id.

Let h(t) := g(t) · exp(−tσξre) and letx(t) := log(h(t)) be the exponential coordinates ofh.

Then, fort ∈ [0, 2π], it holds thatξ(t, ǫ) = ξ0(t) + ǫξ1(t) + ǫ2ξ2(t) + O(ǫ3) with

ξ0(t) = σξre,

ξ1(t) = b1
σ
(t),

ξ2(t) = eσAretξ2
0 −

1
2
〈b1

σ
: b1

σ
〉
σ

(t) + b2
σ
(t),
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andx(t, ǫ) = ǫx1(t) + ǫ2x2(t) + O(ǫ3) with

x1(t) = Adexp(sσξre)(b
1
σ
(s))(t),

x2(t) = Adexp(sσξre)(e
σAresξ2

0)(t) −
1
2
Adexp(sσξre)(〈b

1
σ

: b1
σ
〉
σ

(s))(t)

+ Adexp(sσξre)(b
2
σ
(s))(t) − 1

2
[Adexp(sσξre)(b

1
σ
(s)), Adexp(τσξre)(b

1
σ
(τ))(s)](t).

Proof: Since the input is analytic inǫ so is the solutionξ(t) =
∑+∞

j=0 ǫjξj(t). Inserting the

expansions forξ into equation (3) and collecting terms of same order we compute

ξ̇0 = −1
2
〈ξ0 : ξ0〉, ξ̇1 = −〈ξ0 : ξ1〉 + b1(t),

ξ̇2 = −〈ξ0 : ξ2〉 − 1
2
〈ξ1 : ξ1〉 + b2(t).

Inserting the initial condition then gives

ξ0(t) = σξre, ξ1(t) = b1
σ
(t),

ξ2(t) = eσAretξ2
0 −

1
2
〈ξ1 : ξ1〉

σ
(t) + b2

σ
(t)

= eσAretξ2
0 −

1
2
〈b1

σ
: b1

σ
〉
σ

(t) + b2
σ
(t).

Sinceg is a solution to the kinematic equation (1), it follows that

ḣ = ġ · exp(−tσξre) − g · exp(−tσξre) · σξre = g · ξ · exp(−tσξre) − h · σξre

= h · (exp(tσξre) · ξ · exp(−tσξre) − σξre) = h · (Adexp(tσξre)(ξ) − σξre)

= h · (Adexp(tσξre)(σξre + ǫξ1 + ǫ2ξ2 + O(ǫ3)) − σξre) = h · Adexp(tσξre)(ǫξ
1 + ǫ2ξ2 + O(ǫ3)).

If we defineζ(t) := Adexp(tσξre)(ǫξ
1 + ǫ2ξ2 + O(ǫ3)), then we have, according to [8], that

x(t) = ζ(t) − 1
2
[ζ, ζ](t) + O(ǫ3). (4)

Using x = ǫx1 + ǫ2x2 + O(ǫ3) we achieve the result onx1 andx2 by inserting the expression

for ζ into equation (4).

III. D ESIGN: LOCAL INVERSION PRIMITIVES

In this section we construct two open-loop control primitives which act as inversion primitives.

Later these will be combined into a single motion primitive which, in turn, will be used iteratively

in a control algorithm.
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For a mechanical control systemΣ = (G, I, {f1, . . . , fm}) with relative equilibriumξre and

corresponding matrixAre, we present the following assumptions. First, we make the standing

assumption thatξre 6∈ span{b1, . . . , bm}, otherwise the theory of kinematic reductions [4] is

readily applicable and the control problems we consider below are trivial.

Assumption 1 (Lack of linear controllability):The subspacespan{b1, . . . , bm} is invariant un-

der the linear mapAre, that is,〈ξre : bi〉 ∈ span{b1, . . . , bm}, for i ∈ {1, . . . ,m}.

Assumption 2 (Nonlinear controllability):The subspacespan{bi, 〈bi : bj〉 | i, j ∈ {1, . . . ,m}}

is full rank and〈bi : bi〉 ∈ span{b1, . . . , bm}, for i ∈ {1, . . . ,m}.

Assumption 3:〈ξre : 〈bj : bk〉〉 ∈ span{b1, . . . , bm}, for j, k ∈ {1, . . . ,m} and j 6= k.

Assumption 4:The subspacespan{b1, . . . , bm} is invariant under the linear mapadξre.

Assumption 2 is the same controllability assumption adopted in [5]. If we define the matrix

B := [b1, . . . , bm] ∈ R
n×m, then Assumption 1 is equivalent to the existence of a matrixQ ∈

R
m×m such thatAreB = BQ, and in turneAreB = BeQ. Similarly, Assumption 4 is equivalent

to the existence of a matrixM ∈ R
m×m such thatadξreB = BM .

Given Q ∈ R
m×m, defineFQ : C0([0, 2π], Rm) → {f ∈ C1([0, 2π], Rm) | f(0) = 0} by

FQ[u](t) :=

∫ t

0

eQ(t−s)u(s)ds.

Lemma 4 (Transformation of controls):The mapFQ is invertible and its inverse is given as

follows: if w = FQ[u], thenu(t) = −Qw(t) + ẇ(t). Additionally, as in Assumption 1, letAre,

B andQ satisfyAreB = BQ. If u ∈ C0([0, 2π], Rm) andw = FσQ[u], σ ∈ R, then

Bu
σ
(t) = Bw(t).

Proof: One-to-one correspondence betweenu andw is readily checked. We computeBu
σ
(t) =

∫ t

0

eσAre(t−s)Bu(s)ds = B

∫ t

0

eσQ(t−s)u(s)ds = Bw(t).

Definition 5 (Convenient forcing frequencies):Take r = ⌈ n
m
⌉. For (i, h) ∈ {1, . . . ,m} ×

{1, . . . , r}, select numbersαih in the set{0, . . . , rm+ 1
2
m(m−1)} as follows:

1: V := ∅; I := {1, . . . , rm + 1
2
m(m − 1)}

2: for h ∈ {1, . . . , r} and for i ∈ {1, . . . ,m} do

3: ω := min(I); v :=

∫ 2π

0

Adexp(sσξre)bi sin(ωs)ds

4: if v ∈ span(V) then αih := 0 else αih := ω; I := I \ {ω}; V := V ∪{v} end if

5: end for
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Define then × rm matrix

Aσ,α :=

∫ 2π

0

Adexp(sσξre)(B[diag(sin(α11s), . . . , sin(αm1s)), . . . , diag(sin(α1rs), . . . , sin(αmrs))])ds.

Next, for (i, j) ∈ {1, . . . ,m}2, select numbersβij as follows: fori < j takeβij ∈ {1, . . . , rm +

1
2
m(m − 1)} \ {αkh}(k,h)∈{1,...,m}×{1,...,r} all having distinct values, fori > j takeβij = βji, and

for i = j takeβij = 0.

Remark 6: In other words, the numbersαij are selected sequentially in such a way as to

maximize the rank ofAσ,α. Note that, fori, j, k, l ∈ {1, . . . ,m} and h ∈ {1, . . . , r}, we have:

(i) all nonzeroαih are distinct, (ii) all nonzeroαih are distinct from all nonzeroβjk, and (iii)

βij = βkl if and only if (i, j) = (k, l) or (i, j) = (l, k). •

Remark 7:The computations required by Definition 5 include checking that a vector belongs

to a subspace. In practical numerical implementations it issufficient to verify this condition up

to a specified tolerance. It is convenient to choose this tolerance comparable with the accuracy

of the control algorithms. •

For Z ∈ R
m×m defineλ : R

m×m → R
m×m by

λjk(Z) :=























sign(Zjk)
√

|Zjk|, j < k,

0, j = k,

1
π

√

|Zkj|, j > k.

We are now able to obtain the following result.

Proposition 8 (speed_inversion inversion primitive): Let Σ be a mechanical control system

on a Lie group with a relative equilibriumξre and corresponding matrixAre and satisfying

Assumptions 1, 2 and 3. LetQ ∈ R
m×m satisfyAreB = BQ. Let η ∈ R

n, σ ∈ R, and compute

z ∈ R
m andZ ∈ R

m×m as the pseudoinverse solution to

η =
m
∑

i=1

zibi −
m−1
∑

j=1

m
∑

k=j+1

Zjk〈bj : bk〉, Zjk = 0 for j ≥ k.

Given r, α, Aσ,α, andβ as in Definition 5, let

yj(t) :=
m
∑

k=1

λjk(Z) sin(βjkt), j ∈ {1, . . . ,m},

and letγ = (γ11, . . . , γm1, . . . , γ1r, . . . , γmr)
T be the unique solution to

Aσ,αγ = −Adexp(sσξre)(By(s))(2π),

γih = 0 if αih = 0 for (i, h) ∈ {1, . . . ,m} × {1, . . . , r}.
(5)
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Additionally, if we take

w1
j (t) = yj(t) +

r
∑

l=1

γjl sin(αjlt), j ∈ {1, . . . ,m},

u1(t) = F−1
σQ [w1](t), u2(t) = 1

2π
eσQ(t−2π)(χ + z),

whereχ ∈ R
m is the unique solution to

Bχ =
m−1
∑

j=1

m
∑

k=j+1

∫ 2π

0

(eσAre(2π−s) − I)w1
j (s)w

1
k(s)ds 〈bj : bk〉

+ 1
2

m
∑

i=1

∫ 2π

0

eσAre(2π−s)(w1
i (s))

2ds 〈bi : bi〉, (6)

then b1(t) = Bu1(t) and b2(t) = Bu2(t) satisfy

−1
2
〈b1

σ
: b1

σ
〉
σ

(2π) + b2
σ
(2π) = η, (7)

Adexp(sσξre)(b
1
σ
(s))(2π) = 0. (8)

We call this inversion primitivespeed_inversion(σ, η) = (b1(t), b2(t)).

Proof: Existence and uniqueness of the solution to (6) is a consequence of Assumptions 3

and 2. Regarding existence and uniqueness of the solution to (5), Definition 5 ensures that

Adexp(sσξre)(By(s))(2π) ∈ Image(Aσ,α).

Since every nonzero column inAσ,α contributes to the rank ofAσ,α, the entries ofγ corresponding

to these will be unique. The remainingγ-values are defined to be 0.

Regarding the proof of equation (8), direct calculations show that

Adexp(sσξre)(b
1
σ
(s))(2π) = Adexp(sσξre)(Bw1(s))(2π) = Aσ,αγ + Adexp(sσξre)(By(s))(2π) = 0.

Regarding the proof of equation (7), from Lemma 4 we compute

〈b
σ

: b
σ
〉(t) = 〈

m
∑

j=1

w1
j (t)bj :

m
∑

k=1

w1
k(t)bk〉

= 2
m−1
∑

j=1

m
∑

k=j+1

w1
j (t)w

1
k(t)〈bj : bk〉 +

m
∑

i=1

(w1
i (t))

2〈bi : bi〉.

January 31, 2008 DRAFT



9

Since all nonzeroα-values are distinct and are distinct from theβ-values we have forj < k
∫ 2π

0

w1
j (t)w

1
k(t)dt =

m
∑

l,q=1

λjl(Z)λkq(Z)

∫ 2π

0

sin(βjlt) sin(βkqt)dt

=
m
∑

l,q=1

λjl(Z)λkq(Z)δ
βjl

βkq
π = λjk(Z)λkj(Z)π = Zjk.

By straightforward calculations we then obtain

−1
2
〈b1

σ
: b1

σ
〉
σ

(2π) + b2
σ
(2π)

= − 1
2

∫ 2π

0

eσAre(2π−s)〈b1
σ

: b1
σ
〉(s)ds + B

∫ 2π

0

eσQ(2π−s)u2(s)ds

= −
m−1
∑

j=1

m
∑

k=j+1

(

∫ 2π

0

w1
j (s)w

1
k(s)ds〈bj : bk〉 +

∫ 2π

0

(eσAre(2π−s) − I)w1
j (s)w

1
k(s)ds〈bj : bk〉

)

− 1
2

m
∑

j=1

∫ 2π

0

eσAre(2π−s)(w1
j (s))

2ds〈bj : bj〉 +
m
∑

i=1

(χi + zi)bi

= −
m−1
∑

j=1

m
∑

k=j+1

Zjk〈bj : bk〉 +
m
∑

i=1

zibi = η.

Remark 9:From the proof of Proposition 8 we see that Definition 5 ensures that

x1(2π) = Adexp(sσξre)(b
1
σ
(s))(2π) = 0,

after an application ofspeed_inversion. Thus, using the controls given byspeed_inversion

the deviation in the configuration from the relative equilibrium is of orderO(ǫ2). •

Proposition 10 (configuration_inversion inversion primitive): Let Σ be a mechanical con-

trol system on a Lie group with a relative equilibriumξre and corresponding matrixAre and

satisfying Assumptions 1 and 4. LetQ,M ∈ R
m×m satisfyAreB = BQ andadξreB = BM . If

µ ∈ R
m, σ ∈ R and

u1(t) = 0,

u2(t) = F−1
σQ [w2](t), w2(t) = 1

π
e−σMtµ sin2(t),

then b1(t) = Bu1(t) and b2(t) = Bu2(t) satisfy

−1
2
〈b1

σ
: b1

σ
〉
σ

(2π) + b2
σ
(2π) = 0,

Adexp(sσξre)(b
2
σ
(s))(2π) = Bµ.
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We denote this inversion primitiveconfiguration_inversion(σ, µ) = (b1(t), b2(t)) = (0, b2(t)).

Proof: For b1(t) = 0 we have, using Lemma 4 andw2(t) = 1
π
e−σMtµ sin2(t) , that

−1
2
〈b1

σ
: b1

σ
〉
σ

(2π) + b2
σ
(2π) = b2

σ
(2π) = Bw2(2π) = 0.

Using Assumption 4 and Lemma 4 we compute

Adexp(sσξre)(b
2
σ
(s))(2π) = exp(sσadξre)(Bw2(s))(2π) = BeσMsw2(s)(2π)

= 1
π
Bµ sin2(s)(2π) = Bµ.

IV. D ESIGN: GLOBAL MOTION ALGORITHMS

In this section we combine the two inversion primitives constructed in the previous section

into a single motion primitive used iteratively in a controlalgorithm to achieve speeding up or

slowing down along a relative equilibrium.

The algorithm presented in this section requires the following additional assumption.

Assumption 5:The n dimensional systemΣ hasn − 1 control forces, that is,m = n − 1.

Remark 11:Assumption 5 together with the standing assumptionξre 6∈ span{b1, . . . , bm} im-

pliesR
n = span{b1, . . . , bm, ξre}. Additionally, one can verify that Assumptions 5 and 1 together

imply Assumption 3. Assumption 4, which is needed for Proposition 10, can be weakened to

assuming thatspan{b1, . . . , bm, ξre} is invariant underadξre, a condition which is automatically

satisfied under Assumption 5 and the standing assumption; see [9]. •

Define the projection operatorsPB : R
n → R

n andPξre : R
n → R

n by

Pξre(ν) := (ν · ξre)ξre, PB := id − Pξre.

where · is the dot product inRn defined by requiring{b1, . . . , bm, ξre} to be an orthonormal

basis. Notice that, under Assumption 4, these projection operators commute withadξre. This

allows us to construct the following motion primitive.

Proposition 12 (change_speed motion primitive): Let Σ be a mechanical control system on

a Lie group with a relative equilibriumξre and corresponding matrixAre and satisfying Assump-

tions 1, 2, 4, and 5. For0 < ǫ ≪ 1, assume that

g(0) = g0 exp(ǫ2νerror),

ξ(0) = σξre + ǫ2ξerror,
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for someg0 ∈ G, σ ∈ R, νerror, ξerror ∈ R
n with νerror = O(1) andξerror = O(1). If we takeρ ∈ R

and

(b1(t), b2(t)) =











speed_inversion(σ, ρξre − e2πσAreξerror), t ∈ [0, 2π],

configuration_inversion(σ, µ), t ∈ [2π, 4π],

Bµ = −Adexp(−2πσξre)PB

(

νerror +
1

ǫ2
log
(

g(0)−1g(2π) exp(−2πσξre)
)

)

,

then we obtain

g(4π) = g∗
0 exp(ǫ2ν∗

error),

ξ(4π) = (σ + ǫ2ρ)ξre + ǫ2ξ∗error,

for someν∗
error, ξ

∗
error ∈ R

n with Pξre(ν
∗
error) = O(1), PB(ν∗

error) = O(ǫ), ξ∗error = O(ǫ) and for

g∗
0 = g0 exp

(

(4πσ + 2πǫ2ρ)ξre + ǫ2Pξre(νerror)
)

.

We denote this control map by(g∗
0, ν

∗
error, σ + ǫ2ρ, ξ∗error) = change_speed(g0, νerror, σ, ξerror, ρ).

Proof: Using Propositions 3 and 8 we compute

ξ(2π) = σξre + ǫ2
(

eσAre2πξerror + ρξre − eσAre2πξerror

)

+ O(ǫ3) = (σ + ρǫ2)ξre + O(ǫ3),

and from this, Propositions 3 and 10 we haveξ(4π) = (σ + ρǫ2)ξre + O(ǫ3). Defineg0,1/2 :=

g0 exp
(

(2πσ + ǫ2ν̃)ξre

)

, ν̃ξre := Pξre(νerror), andνB := PB(νerror), then we achieve using Propo-

sition 3 and the Campbell-Baker-Hausdorff formula

g−1
0,1/2g(2π) = exp

(

− (2πσ + ǫ2ν̃)ξre

)

g−1
0 g(0) exp(ǫ2x2(2π) + O(ǫ3)) exp(2πσξre)

= exp
(

− (2πσ + ǫ2ν̃)ξre

)

exp(ǫ2(ν̃ξre + νB)) exp(ǫ2x2(2π) + O(ǫ3)) exp(2πσξre)

= exp(−2πσξre) exp(ǫ2νB + O(ǫ4)) exp(ǫ2x2(2π) + O(ǫ3)) exp(2πσξre)

= exp
(

ǫ2Adexp(−2πσξre)(νB + x2(2π)) + O(ǫ3)
)

.
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change_speed

measure measure

t ∈ [0, 2π)

speed_inversion

t ∈ [2π, 4π)

configuration_inversion

Fig. 1. Diagram of thechange_speed motion primitive. The first measurement, of configuration and velocity, and the second

measurement, of configuration alone, are represented by the black circles.

Using this, Propositions 3, 8, 10, and the Campbell-Baker-Hausdorff formula we obtain

g(4π) = g(2π) exp(ǫ2Bµ + O(ǫ3)) exp
(

2π(σ + ǫ2ρ)ξre

)

= g∗
0 exp

(

− 2π(σ + ǫ2ρ)ξre

)

g−1
0,1/2g(2π) exp(ǫ2Bµ + O(ǫ3)) exp

(

2π(σ + ǫ2ρ)ξre

)

= g∗
0 exp

(

ǫ2Adexp(−2π(σ+ǫ2ρ)ξre)

(

Adexp(−2πσξre)(νB + x2(2π)) + Bµ
)

+ O(ǫ3)
)

= g∗
0 exp

(

ǫ2Adexp(−2π(σ+ǫ2ρ)ξre)

(

Adexp(−2πσξre)Pξre(x
2(2π))

)

+ O(ǫ3)
)

= g∗
0 exp

(

ǫ2Pξre(x
2(2π)) + O(ǫ3)

)

.

We illustrate the motion primitivechange_speed in Fig. 1. With this motion primitive we are

now able to construct the following control algorithm that speeds up, slows down, or stabilizes,

a system along a relative equilibrium.

Proposition 13 (speed_control algorithm): Let Σ be a mechanical control system on a

Lie group with a relative equilibriumξre and corresponding matrixAre. AssumeΣ satisfies

Assumptions 1, 2, 4, and 5 and take0 < ǫ ≪ 1. Let g(0), g0, νerror, σ, ξerror, ρ be as in Proposition

12 and letN ∈ N.

Define the algorithm(g∗
0, ν

∗
error, σ+ǫ2Nρ, ξ∗error)=speed_control(g0, νerror, σ, ξerror, ρ,N) by

1: g0,1 := g0; νerror,1 := νerror; σ1 := σ; ξerror,1 := ξerror;

2: for k ∈ {1, . . . , N} do

3: (g0,k+1, νerror,k+1, σk+1, ξerror,k+1) := change_speed(g0,k, νerror,k, σk, ξerror,k, ρ)

4: end for

5: g∗
0 = g0,N+1; ν∗

error := νerror,N+1; ξ∗error := ξerror,N+1;
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The final configuration and velocity after the execution of this algorithm are

g(N4π) = g∗
0 exp(ǫ2ν∗

error),

ξ(N4π) = (σ + ǫ2Nρ)ξre + ǫ2ξ∗error,

whereν∗
error, ξ

∗
error ∈ R

n, Pξre(ν
∗
error) = O(1), PB(ν∗

error) = O(ǫ), ξ∗error = O(ǫ), and

g∗
0 = g0 exp

(

(

σTfinal +
1
2
ρǫ2NTfinal

)

ξre + ǫ2

N
∑

k=1

Pξre(νerror,k)

)

.

Proof: From Proposition 12 we haveσk = σ + (k − 1)ρǫ2 so we immediately obtain

ξ(N4π) = σN+1ξre + O(ǫ3) = (σ + ǫ2Nρ)ξre + O(ǫ3). From Proposition 12 we haveg(N4π) =

g∗
0 exp(ǫ2ν∗

error) where

g∗
0 = g0

(

N
∏

k=1

exp
(

2π(2σk + ρǫ2)ξre + ǫ2Pξre(νerror,k)
)

)

= g0 exp

(

N
∑

k=1

(

2π(2σk + ρǫ2)ξre + ǫ2Pξre(νerror,k)
)

)

= g0 exp

(

2πN
(

2σ + Nρǫ2
)

ξre + ǫ2

N
∑

k=1

Pξre(νerror,k)

)

= g0 exp

(

(

σTfinal +
1
2
ρǫ2NTfinal

)

ξre + ǫ2

N
∑

k=1

Pξre(νerror,k)

)

.

From Proposition 12, its proof, and Proposition 3, we have that change_speed gives the map

(ξerror,k,PB(νerror,k), σ) 7→ (ξerror,k+1,PB(νerror,k+1), σ + ǫ2ρ) independent ofg0 andPξre(νerror,k).

Because(ξerror,k,PB(νerror,k)) = O(1) gives (ξerror,k+1,PB(νerror,k+1)) = O(ǫ) we obtain that

PB(νerror,k) = O(ǫ, k) = O(ǫ), Pξre(νerror,k) = O(1, k) = O(1), andξerror,k = O(ǫ, k) = O(ǫ).

Note thatρ > 0 speeds up the system along the relative equilibrium,ρ < 0 slows down

the system, andρ = 0 stabilizes the system’s motion along the relative equilibrium. We may

selectN = O( 1
ǫ2

) in Proposition 13 so that the absolute change in velocity along the relative

equilibrium is of orderO(1). Thus, it is possible to use the algorithmspeed_control to change

the velocity along the relative equilibrium from a given value to another independent ofǫ.

In summary, the algorithmspeed_control consists of the repeated use of thechange_speed

motion primitive which, in turn, invokes the two inversion primitives speed_inversion and

configuration_inversion in succession.
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Σs

(θ, x, y)

CM
f2

f1

h

Fig. 2. The planar rigid body with two forces applied at a point a distanceh from the center of mass CM.Σs denotes an

inertial reference frame.(θ, x, y) are coordinates for the configuration of the body. The body reference frame (not depicted) is

aligned with the direction of application off1 andf2.

V. EXAMPLES

The usefulness of the theory is illustrated in the followingexamples.

Example 14 (Planar rigid body):Consider a rigid body moving in the plane as described

in [5]. The configuration manifold isG = SE(2) with local coordinates(θ, x, y). Let m denote

the mass of the body,J its moment of inertia andh the distance from the center of mass to the

control forces. For(ω, v1, v2)
T ∈ R

3 we have that the adjoint operator is given byad(ω,v1,v2)T =
[

0 0 0
v2 0 −ω
−v1 ω 0

]

. The inertia tensor has the representationI = diag(J,m,m). With controls as in

Fig. 2 we haveb1 = 1
m

e2 and b2 = −h
J
e1 + 1

m
e3, which gives〈b1 : b1〉 = 0, 〈b2 : b2〉 = 2h

Jm
e2,

and〈b1 : b2〉 = − h
Jm

e3. Assumption 2 is immediately seen to be satisfied. Choosing the relative

equilibrium ξre = e3 we haveAre = adξre =
[

0 0 0
1 0 0
0 0 0

]

so Assumptions 3 and 4 are met. It is

straightforward to calculate thatAreB = BQ, with Q = −hm
J

[

0 1
0 0

]

, so Assumption 1 is satisfied.

The γ-values can be calculated using Definition 5 to beα11 = α12 = α22 = 0, α21 = 1,

γ11 = γ12 = γ22 = 0, andγ21 = −α21λ21(Z)/β, whereβ ∈ {2, 3, 4, 5}. Finally, the components

of χ are found to beχ1 = πh(λ21(Z)2 + γ2
21)/J andχ2 = 0.

Assumption 5 is immediately seen to be satisfied, so all the assumptions are met, and therefore

we can apply thespeed_control algorithm to speed up the system alonge3. The result of the

speed_control algorithm applied to the planar rigid body can be seen in Fig.3.

Example 15 (Satellite with two thrusters):Consider a satellite with two thrusters aligned with

the first and second principal axes. The configuration manifold is G = SO(3) and the equations

of motion are of the form (1) and (3) where the symmetric product is given by 〈ξ : η〉 =
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0
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t

Fig. 3. speed_control applied to the planar rigid body withξre = e3, ǫ = 0.1, and ρ = 2 and with initial conditions

(θ, x, y)(0) = 0, g0 = g(0), and (ω, v1, v2)(0) = 0. The dotted curve in the left figure corresponds to the motion of the

center of mass and the ellipses corresponds to the planar body at time equidistant instances. In the right figure the dashed curve

corresponds tou1(t) and the solid curve corresponds tou2(t).

I
−1
(

ξ × (Iη) + η × (Iξ)
)

, whereI = diag(J1, J2, J3), Ji being the moment of inertia along the

ith principal axis, and× is the cross product. We have that〈e3 : e3〉 = 0, so e3 is a relative

equilibrium, and sinceb1 = 1
J1

e1 andb2 = 1
J2

e2 it is not possible to directly control the motion in

thee3 direction. Withξre = e3 we computeAre =
[

0 a12 0
a21 0 0
0 0 0

]

wherea12 = J2−J3

J1

anda21 = J3−J1

J2

.

It is straightforward to calculate thatAreB = BQ, with Q =
[

0
J2−J3

J2

J3−J1

J1
0

]

, so Assumption 1

is satisfied. From〈b1 : b1〉 = 〈b2 : b2〉 = 0 and 〈b1 : b2〉 = J2−J1

J1J2J3

e3 we see that Assumption 2

is fulfilled if J1 6= J2. Assumption 3 is satisfied because〈e3 : 〈b1 : b2〉〉 = J2−J1

J1J2J3

〈e3 : e3〉 = 0.

Sinceadξη = ξ × η we see that also Assumption 4 is satisfied. Assumption 5 is immediately

seen to be met. Thus, ifJ1 6= J2 in a satellite with thrusters along the first and second principal

axis, then the theory presented in this paper can be used to speed up the satellite along the third

(un-actuated) principal axis. The result of thespeed_control algorithm applied to this example

can be seen in Fig. 4.

VI. CONCLUSION

In this note we have designed a motion control algorithm suitable for a class of invariant

mechanical systems on Lie groups. Using small-amplitude control forces the algorithm solves the

tasks of accelerating along, decelerating along, and stabilizing relative equilibria. The algorithm

has been applied numerically to two example systems to illustrate the theory.
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0 50 100

0.2

0.25

0.3

ξ3

t
0 50 100

−1.5

−1

−0.5

0
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1
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t

Fig. 4. speed_control applied to the satellite with two thrusters withξre = e3, ǫ = 0.1, andρ = 1 and with initial conditions

ξ(0) = (0, 0, 0.2) andg0 = g(0). In the right figure the dashed curve corresponds tou1(t) and the solid curve corresponds to

u2(t).
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