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Abstract

This paper describes how to use backstepping to develop
control laws to perform trajectory tracking for a nonlinear,
underactuated surface vessel. The research extends earlier
backstepping designs for underactuated vessels by explain-
ing how to select outputswhen generalized forces act on the
vessel. The resulting control law can correct orientation er-
rors to track linear trajectories and can track arcs of circles
with afixed offset. The paper provides detailed derivations
aong with simulation resultsto illustrate the approach.

1 Introduction

Integrator backstepping is commonly used to design con-
trollers for nonlinear systems, but using the technique
for underactuated nonlinear systems presents some unique
challenges. Our objective is to develop a controller that
causes a nhonlinear underactuated vehicle to track a given
reference trgjectory. We will use integrator backstepping as
the primary design tool and show how to adapt the technique
for general forces acting on an underactuated system. The
results are based largely on recent contributions by God-
havn [1] and we explain how to extend his approach.

An underactuated system is defined to be one where the di-
mension of the space spanned by the control vector is less
than the dimension of the configuration space [2]. Simply
stated, thisrefersto amechanical system that has fewer con-
trol inputs than degrees of freedom. An eguivalent charac-
terization of an underactuated system is that it has noninte-
grable acceleration relations or dynamics[9].

The example underactuated vehicle we will focus on is a
ship moving on a planar surface that has two forces applied
at the rear of the vessel. The ship is underactuated because
there are only two accel eration inputs and there are three de-
grees of freedom on the planar surface, which consist of the
two position coordinates (X, y) and the orientation (6). Other
examples of underactuated vehicles include spacecraft, cer-

tain aircraft, hovercraft and missiles[3, 6, 8]. This problem
is nonminimum phase if we select the x and y positions as
outputs to track. The nonminimum phase property appears
because the two forces combineto produce lateral accelera-
tion in addition to forward accel eration and torque.

In addition to being underactuated, the vehicles studied in
this effort will have nonlinear eguations of motion. Non-
linear systems present their own set of design challengesif
we want to plan a set of motions and control the vehicle to
follow a specific trgjectory. The standard tools used to con-
trol nonlinear systems, including feedback linearization and
integrator backstepping, do not provide complete solutions
for the underactuated systems we will consider. We will
show how to modify the standard backstepping procedure
to handle an underactuated vehicle with generalized forces
under certain conditions.

¢From a practical perspective, there are at least two advan-
tages to designing controllers for underactuated systems.
First, a fully actuated system requires more control inputs
than an underactuated system, which means there will have
to be more devicesto generate the necessary forces. Thead-
ditional controlling devices add to the cost and weight of the
system. Finding a way to control an underactuated version
of the system would eliminate some of the controlling de-
vices and could improve the overall performance or reduce
the cost. The second practical reason for studying under-
actuated vehicles is that underactuation provides a backup
control techniquefor afully actuated system. If afully actu-
ated system is damaged and we have an underactuated con-
troller available, then we may be able to recover gracefully
from the failure. The underactuated controller may be able
to salvage a system that would otherwise be uncontrollable.
This reason for designing controllers would be especially
useful for aircraft or spacecraft, where actuator failures can
be catastrophic to the vehicle or its mission.

The key steps in this design process were developed by
Godhavn [1, 2] and we will closely follow his problem for-
mulation and solution technique, but will use a more con-
venient notation. Our contribution is significant because we



show how to generalize Godhavn’s approach for different
types of forces. This generalization is not trivial and we
will show how to systematically exploit the backstepping
procedure introduced by Godhavn. It isimportant to study
underactuated systems with generalized forces because they
represent amore realistic model of the actual vehicle.

As an dternative controller design approach, Pettersen and
Nijmeijer [7] have presented another variation of the back-
stepping technique for a similar problem. Their method al-
lows the ship to recover from initial errorsto track a refer-
ence trajectory, but they also have considered only one set
of forcesfor the system.

Having introduced the problem and therel ated literature, we
will now outline the remainder of this paper. In Section 2,
we formulate the trgjectory tracking problem and describe
the underactuated ship model. Section 3 presents a detailed
solution to the problem using backstepping techniques. We
present two simulation results illustrating the approach in
Section 4. The final section summarizes the paper and sug-
gests some additional research directions.

2 Problem Formulation

We will use a ship model similar to the one presented by
Godhavn [1] and make changes to the forces acting on the
system.

We start by defining the configuration variableq := [0, x,y]
as avector containing the orientation and position informa-
tion for the ship with respect to the inertial frame. The ve-
locity vector v := [r,u,V] T is given with respect to the body
frame and contains the angular velocity (yaw rate) and the
two tranglational vel ocitiesin theforward (surge) and lateral
(sway) directions, respectively. We canrelatetheinertial ve-
locities  and v through a rotation matrix R(q) to write the
kinematic equations for the ship as follows:

0 1 0 0 r
g=| x| =] 0 cos6 —sind u | =R(q)Vv.
y 0 sinB cos6 %

D

Thedynamic equations of maotion for the underactuated ship
can be written compactly as

M(a)§+C(q,q)q = F(a), @)

where ¢ is the acceleration vector, M (q) is the inertia ma-
trix, C(q,q) represents the Coriolis matrix and includes
damping terms, and F(q) representsthe forces acting on the
vessel. The inertia matrix is invertible, and hence we can
solve for the acceleration vector ¢ as

G=M"*(a)[F(a) - C(q,a)q].- 3

To develop a specific example, we write the forcesas F =
F1u1 + Foup, where up and uy are the scalar control inputs,

and the vector forces are
0 —h
Fi= cos(8) |, Fp=1| —sin(@) |. 4
sin(0) cos(0)

The forces correspond to two forces acting at the rear of
the ship a distance h from the center of mass. One forceis
directed along the centerline of the ship and acts as a for-
ward acceleration input from the propeller thrust. The sec-
ond force is perpendicular to the first and produces both an
angular acceleration and a small lateral acceleration for the
ship. Asmentioned earlier, thelateral accel eration produced
by the second force makes the system nonminimum phase
when we select x and y as the outputs to track. The model
studied by Godhavn uses forces that produce only forward
acceleration and torque, so it is minimum phase. Figure 1
illustrates the forces and the other important variablesin the
model.

Figure 1. Alignment of forces F; and F, with
respect to the ship and the inertial ref-
erence frame.

We want the underactuated ship to track a given desired tra-
jectory, denoted as qq. We will assume that the desired tra-
jectory is twice continuously differentiable or that it can
be closely approximated by a sufficiently smooth trajec-
tory. Godhavn addresses additional aspects of the motion
planning process, including generating optimal paths using
splines, planning the speed of the vehicle and accounting
for actuator saturation limits. Wewill not address these por-
tions of the problemin this paper.

3 Backstepping Control Law

The backstepping analysis for this problem uses vectorial
backstepping to reduce the notation. See [5] as a general
reference for integrator backstepping. We define the track-
ing error variable z; that we would like to drive to zero as
the difference between the actual and desired configuration
vectors

z1=0—0q ®)
and we take the time derivative of z; to get
21=0Q—0d. (6)



We use this error variable to define a candidate Lyapunov
functionV; as

1
Vj_ = EZIZl- (7)
We want the time derivative of V1 to be negative definite, so
we examine Vy:

Vi =2{21=2{(§— a)- (8)

Equations (1) and (3) indicate that the inputs u; and u, do
not appear in the expression for ¢, but they do appear in
g. To pull the control inputs into the design, we need to
introduce another error variableand iterate the backstepping
procedure. To make V4 negative definite, it is convenient to
introduce the following substitution

q—Qu=-CQz1+22 9)
to get
Vi=—cizlzi+ 20z (10)

The new error variable is zp = q — (q + €121 as defined
by (9). The corresponding Lyapunov function and its time
derivative are

1
Vo = Vi+ zzgzz (11)
Vz = Vl + Z;Zz
= —cizjz1+2)(21+ 22). (12)

Computing the time derivative of z,, we get
2 =0—0d+C121. (13)

Notice that ¢ appearsin (13) and it is a function of the con-
trol inputs u; and up. We can use these control inputs to
influence the behavior of Vs, but since the system is under-
actuated, we cannot achieve the type of cancellation that
would be used in backstepping for a fully actuated system.
If the system were fully actuated, we would rewrite Vs as

Vo = —C12] 21 — C2Z) 2o+ 2} (214 22 + C222) (14)

by adding and subtracting czz}zz We would then use the
inputs to eliminate the term in parentheses in (14). In our
case, however, we have only two inputsand, in general, can-
not completely cancel the three dimensional vector in the
parentheses.

Godhavn resolves this problem through a series of design
choices for the control law. The key step in the approach is
to apply the backstepping processto track only two position
variables instead of the entire three dimensional configura-
tion. The next step isto select the forces so that the control
inputs appear one at a time as we iterate the backstepping
procedure!. In conjunction with the first step, the second

1Godhavn actually fixed the forces at the start of the problem formula-
tion, but he could have selected other force configurations.

step allows usto easily cancel termsto achieve tracking for
the two position variables. The third and final stepisto se-
lect desired trgjectories that yield stable zero dynamics for
the orientation variable. With stable zero dynamics and the
backstepping controller, the ship will asymptotically track
position as well as orientation, provided we start with suit-
ableinitial conditions.

Godhavn demonstrates his approach for a system with a
pure acceleration and a pure torque as the force inputs. We
explain how to generalize the technique for the case when
the input forces and torques are coupled. We consider the
force configuration as a fixed part of the system that we
must design around. To find a solution, we need to select
two outputs that cause the control inputs to appear one at
a time during the backstepping procedure. To understand
how we developed the outputs for this approach, we will
re-derive the backstepping equationswith one modification.
The change is that the output we will track is now two di-
mensional instead of being three dimensional. Accordingly,
we have a desired trgjectory that is also two dimensional.
The output and the desired trajectory are denoted by h(q)
and hq(qq), respectively.

We start the backstepping procedure with error variable z 1
Z1=h-— hd

and define a Lyapunov function as

1
Vi = EZIZJ_.

The backstepping procedure is very similar to the one de-
scribed in detail above, so we will present the equations be-
low with only brief comments. First, takethetimederivative
of Vi:

Vj_ = 21-21 = ZI(h—hd)
Set z, — c1z1 = h — hg to get

Vi=—ciziz1+ 2371

Choose
Vo =Vj + %zgzz
which gives
Vo = —c1zjz1+23[z1+ 7)) (15)

= —clzIzl + Z;[Zl + h— Hd + Cl(h - hd)]

The output h is afunction of g and the inputs appear in ,
so they also appear in the second derivative of h, as shown
below. Consider

, _ dhl@ _ ohg ah. b

h = G - ae6)+8Xx+ ayy_dh g (16)
. d2h . D% . .

ho= 2O gh gy P g a7

dt2 4999



where dh is the diffferential of h with respect to g and 212
isthe matrix of second partial derivativesof h.

Using (3) and F = F1uy + Foup, we see that
§=M"1Fu +M1Fu —M~1Cq.

To simplify notation, let Y1 :=M~1F1, and Y := M~ 1F,.
The expression for h has the term dh - §. Using the above
simplifications, to have control input u; appear in h and in-
put u, not appear, we require

dh-Y1#0 and dh-Y,=0

for the output h. Similarly, for control input u to appear in
h and input u1 not to appear, we require

dh-Y1=0 and dh-Y,#0.

To find outputs that satisfy these conditions, we first com-
puteYiand Y, as

: -y
_ cos(6) _ __sin(0)
Yl — my ) Y2 — m,
sin(6) cos(0)
my my

where my and my are the mass terms, including added mass,
for the ship and J is the moment of inertia for the ship. To
make dh- Y = 0, consider the nullspace of Y ;:

1 0
0 cos(0)

We want to pick outputs such that their differentials are in
the nullspace of Y 1. The existence of such functions and
their computation are discussed in Remark 2 below. Two
such outputsthat satisfy dh- Y1 =0 are

N (Y1) = span{

hi1 =6, hi2 = —xsin(0) + ycos(6).

A similar analysisfor Y > shows

=L cos(6) — L sin(p)
e T )
1 0

which leads to two outputs satisfyingdh - Y, =0 as

J .
hy =y+ ﬁsn(e).

J
hyy = — 0
01 = X+ hmycos( ),
We now have two pairs of outputs that will allow u; and up

to appear one at atime in the backstepping procedure. We
can then rewrite (15) as:

Vo = —C1z]z1- @z 2o+ 2} [z + 22+ Coza).

We recall that z, contains h. Suppose we select hy =
[ha1, ha2] T as our output to track and define h1g as

0g

hiyg 1= .
1d —XgSin(0q) + yq cos(0q)

whichishy with [0,x,y]T replaced by [04,Xq4,Yq]". By con-
struction, we have dh11- Y1 = dhgo- Y1 = 0, so u; does not
appear in V. We can now use Uy to cancel one element in
the two dimensional vector [z1 + 2 + C22;]. Following God-
havn [1], we will choose to cancel the first component and
denote the remaining element with a. We now defineathird
error variable, zz € Ras
a

73 = x (18)
where A is a positive design parameter introduced by God-
havn [1] that influences the exponential rate of decay for the
error variables. We let

1
V3 =Vo+ —Z%
2
and calculate
' T T 7|0 :
V3 = —C12121—CZ22+2, [ a ] + 7323,
where we have applied uy to zero the first element in [z +
Zp + C22p]. We note that z3 = &/A and that & will contain

both u; and uz, so we can pick u; to cancel one other term.
We use u; to set

> O

'Z3 = —C323—Z;— |:
so that
- > 1| O > 1|0
7373 = —Caz5—2 =—CZ5—z
343 343 2|:}\‘23:| 343 2|:a:|,
and
Va = —C12{ 21 — C273 22 — C3Z3.

With the above choices for uy and u, our controller will
drive the z; error variables to the origin. In fact, if we let
b = [0, \]T, we can write the closed-loop equations for the
error dynamics as

21 —C1l | 0 4|
Z | = -1 —cal b Z |. (29
23 0 —bT —C3 Z3

Using standard arguments, we can show that the z-system
is exponentially stable and the tracking error h1 —hig — 0.
Several remarks about this approach are in order.

Remark 1. We could perform a similar analysis using out-
puts ho1 and hy,, which would swap the order in which u;
and u, appear in the procedure. o

Remark 2. For our system, given any force F and an in-
ertia matrix M, we can compute Y = M ~1F, because the
inertia matrix is always invertible. 1f we consider Y as a
vector field in IR3, then it is nonsingular and invol utive. The
Frobenius theorem [4, p. 23] implies that we can aways



find two functions ha(q) and hp(q) such that dhy-Y =0
and dhy - Y = 0. We can use these two functions to form
h = [ha, hy]" and then apply the backstepping procedure.
Hence, we can aways find outputs that allow us to use this
solution technigue for a mechanical system with three de-
grees of freedom and two inputs, regardless of the structure
of the forces applied to the vehicle. The outputs we con-
structed yield a system with relative degree (2,3) [4]. The
Frobenius theorem would also be instrumental in extending
these results to higher order systems. o

Remark 3. The overall design approach is flexible enough
to handle avariety of cases. The flexibility comes from by
being ableto choose the outputsto track, swapping the order
of appearance of u; and uy in the design, or by modifying
the desired trgjectory. These design choices alow us to ef-
ficiently prevent several potential problems. For example,
one possible problem we can dismiss is that driving the z;
variables to zero does not imply that 6 — 64, X — X4 and
Yy — V4. Since the z; error variables depend on the outputs,
and the outputs may contain trigonometric functions, it is
possibleto find combinations of configuration variablesthat
drive the error variables to zero but do not track the desired
trajectory. Another key reguirement in this approach is that
the coefficients on u; and uy must be nonzero when we are
solving for them in the appropriate equations. Our analysis
and simulations show that thisis not always the case, which
isasecond potential problem that can be easily correctedin
the design. A third potential problem that can also be ad-
dressed is that the control inputs can grow very large under
certain configurations. This type of problem usually can be
corrected by modifying the desired trajectory. o

Carefully selecting the outputs and the desired trajectories
alows us to apply Godhavn’s basic backstepping technique
to solve the underactuated tracking problem for a ship with
generalized forces. We have remarked that the approach
will work for any set of forces, including those that intro-
duce a nonminimum phase property for the vehicle. Our
presentation highlights a systematic procedure to compute
the tracking outputs that allow us to solve the problem. We
have noted a few difficulties that may arise, but the design
process is flexible enough to overcome these minor issues.
We will now present the simulation results that highlight
some of the advantages and disadvantages of the approach.

4 Simulation Results

We simulated the backstepping design approach for a sim-
ple underactuated ship model where the angular and lat-
eral acceleration inputs were coupled. To perform trajec-
tory tracking, we selected output h, as described in Sec-
tion 3. The desired trgectories include straight lines and
circles and we assume the ship is aways in motion. God-
havn [1] shows how to use line segments and arcs of circles
to construct splines representing efficient trajectories.

Figure 2 shows the vehicle accurately tracking a linear tra-
jectory with the proper orientation after starting with anini-
tia orientation error. The vehicle starts on the desired tra-
jectory, but it is pointing in the —x direction. The vehicle
initially moves backwards (in the +-x direction) and corrects
the orientation before tracking the desired path. This simu-
lation highlights the fact that the approach has the ability to
correct for poor initial orientations. For certain initial con-
ditions, the method used by Godhavn [1] alows the ship to
track the correct path while oriented backwards.

y
20
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Figure 2: Trajectory tracking with an underactuated vehicle. The
vehicle moves backwards and rotates to track the de-
sired trajectory with the correct orientation.

The next simulation illustrates one of the apparent draw-
backs of the approach and gives us a chance to explain how
a simple adjustment to the design process addresses thisis-
sue. Figure 3 displays an attempt to track a circular path.
The vehicle starts outside the desired path and movesto a
trgjectory on a concentric smaller circle. The vehicleis not
oriented along its direction of motion and the nose always
points toward the desired path. Changing the initial condi-
tions did not affect the steady-state motion of the vehicle
in this example. This stable motion arises because of the
outputs we selected and the shape of the desired trajectory.
As mentioned above, it is possible that the z; error variables
could be driven to zero, but the values of 6, x and y may not
match those of 64, Xg and yy.

To better understand this type of behavior, we will out-
line the procedure for describing the motion. We will not
present the details for this example because the expressions
are complicated and do not aid in understanding the results.
For a given output h(q), construct hq(qq), by substituting
the desired configuration variables for the actual configura-
tion variables. Form the following three equations

h—hg = 0 (20)
h—hy = 0 (21)
a =0 (22)

where a comes from (18). Since h and hy are two dimen-
siona vectors, expressions (20) through (22) represent five



scalar equations. We are interested in solving for the three
configuration variablesand their derivatives, or atotal of six
terms. Solving the five scalar equations (20)—(22) will ex-
plain the motion of vehicleasit attemptsto track the desired
trgjectory. There will be one additional degree of freedom
in the problem, which will determine the tracking perfor-
mance. (By adlight abuse of terminol ogy, thisadditional de-
gree of freedom can be characterized as the zero dynamics
of the system [4, p. 164].) The solution of (20) through (22)
may indicate perfect tracking, as shown in Figure 2, or it
could allow for the tracking behavior shown in Figure 3.

Figure 3: While tracking a circular path, the vehicle maneuvers
to a steady configuration inside the desired path with
the nose of the vehicle pointed toward the desired path.

The predictable type of motion generated when the vehicle
attempts to track a circle may still be useful in designing
trajectories for our vehicle. Since the resulting path is also
a circle, to get the ship to track a circle, we just need to
specify adesired trajectory with alarger radius than that of
the path we want the ship to track. The correction factor will
depend on the mass and damping properties of the ship, the
speed, and the radius of curvature of the intended path. As
indicated earlier, we can compensate for imperfect tracking
by carefully selecting the desired trgjectory for the system.

The simulations illustrate the strengths and weaknesses of
the backstepping design approach applied to an underactu-
ated system with generalized forces. By selecting desired
tragjectories composed of line segments and appropriately
scaled arcs of circles, we can use the approach to efficiently
control the ship’s motion between two configurations.

5 Conclusions and Future Work

This paper describes a generalization to an existing back-
stepping controller design and solves the tracking prob-
lem for a nonlinear underactuated system. The approach
presents a systematic method for selecting outputs based
on a geometrical analysis of the forces acting on the sys-
tem. This contribution provides an extension to the cur-
rent results, but is limited in the types of trgjectoriesit can
track. The simulations illustrate the positive aspects of the
approach, as well as some of the potential drawbacks. We
explain how to compensate for the drawbacks by carefully

choosing the tracking outputs and the desired trgjectories.

There are severa areas of research related to this problem
that deserve attention. The approach could be further gen-
eralized by considering the output feedback case where the
states are estimated from measurements. In addition, to
make the model more realistic, the equations of motion and
measurement equations should include disturbances, which
will substantially changethe nature of the problem. Another
research option isto account for the underactuated nature of
the vehicle when generating the desired trajectories to im-
prove the tracking performance.
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